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Объектом исследования являются временные ряды. Цель работы – разработка новой модели анализа временных рядов и соответствующего ей метода прогнозирования, относящейся к классу авторегрессионных моделей.

В процессе работы были использованы модель экстраполяции временных рядов по выборке максимального подобия, среда разработки приложений IntelliJ IDEA 13.1 на Java*,* программа [пакет прикладных программ](http://ru.wikipedia.org/wiki/%D0%9F%D0%B0%D0%BA%D0%B5%D1%82_%D0%BF%D1%80%D0%B8%D0%BA%D0%BB%D0%B0%D0%B4%D0%BD%D1%8B%D1%85_%D0%BF%D1%80%D0%BE%D0%B3%D1%80%D0%B0%D0%BC%D0%BC) для решения задач технических вычислений MATLAB и программа для работы с электронными таблицами Microsoft Office Excel 2013.

В диссертационной работе проведен обзор и сравнение моделей прогнозирования временных рядов. На основании этого анализа выбрана и модифицирована одна из рассмотренных моделей. Разработана программа, реализующая полученный алгоритм.

Область применения – прогнозирование временных рядов.

Повышение эффективности моделирования прогнозов временных рядов достигнуто за счет применения нейронных сетей для вычисления коэффициентов в уравнении линейной корреляции Пирсона. В конечном итоге это повышает эффективность и точность получаемых прогнозов значений в исследуемых временных рядах. Разработана программа позволяющая выполнить вычисление значений рада по входящим данным.
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**ВВЕДЕНИЕ**

Задача анализа временных рядов, является в настоящее время актуальной проблемой во многих областях науки и техники. Прогнозирование будущих значений временного ряда на основе его исторических значений является основой для финансового планирования в экономике и торговле, планирования, управления и оптимизации объемов производства, складского контроля. В настоящее время компаниями осуществляется накопление исторических значений экономических и физических показателей в базах данных, что существенно увеличивает объемы входной информации для задачи прогнозирования. Вместе с тем, развитие аппаратных и программных средств, предоставляет все более мощные вычислительные платформы, на которых возможна реализация сложных алгоритмов прогнозирования. Кроме того, современные подходы к экономическому и техническому управлению предъявляют все более жесткие требования к точности прогнозирования. Таким образом, задача прогнозирования временных рядов усложняется одновременно с развитием информационных технологий. В настоящее время задача прогнозирования различных временных рядов актуальна и является неотъемлемой частью ежедневной работы многих компаний. Задача прогнозирования временного ряда решается на основе создания модели прогнозирования, адекватно описывающей исследуемый процесс. На сегодняшний день существует множество моделей прогнозирования временных рядов: регрессионные и авторегрессионные модели, нейросетевые модели, модели экспоненциального сглаживания, модели на базе цепей Маркова, классификационные модели и др. Наиболее популярными и широко используемыми являются классы авторегрессионных и нейросетевых моделей. Существенным недостатком авторегрессионного класса является большое число свободных параметров, идентификация которых неоднозначна и ресурсоемка. Существенным недостатком класса нейросетевых моделей является недоступность промежуточных вычислений, выполняющихся в «черном ящике», и, как следствие, сложность интерпретации результатов моделирования. Кроме того, еще одним недостатком данного класса моделей является сложность выбора алгоритма обучения нейронной сети.

Научно-квалификационная работа (диссертация) посвящена разработке новой авторегрессионной модели прогнозирования, которая имеет сравнимую с другими моделями эффективность прогнозирования различных временных рядов и при этом устраняет основной и наиболее существенный недостаток авторегрессионого класса моделей – большое число свободных параметров.

В качестве примера можно назвать задачу прогнозирования энергопотребления. Задача планирования потребления электроэнергии всегда была важна для правильного расчета процессов ее приобретения и расходования, а сейчас стала весьма актуальной в связи с преобразованиями в российской энергетике.

Целью работы является разработка новой модели и соответствующего ей метода прогнозирования, относящейся к классу авторегрессионных моделей и устраняющей основной недостаток данного класса моделей – большое число свободных параметров. Новая модель и соответствующий ей метод должны иметь высокую скорость вычисления прогнозных значений и сравнимую с другими моделями точность прогнозирования различных временных рядов.

Для достижения этой цели были поставлены и решены следующие задачи.

1. Осуществить обзор моделей и методов прогнозирования временных рядов, выявить достоинства и недостатки каждого класса моделей. Выявить наиболее используемые классы моделей прогнозирования и их основные недостатки, определить перспективные подходы, позволяющие устранить недостатки авторегрессионного класса моделей.

2. Разработать новую модель прогнозирования временных рядов, устраняющую указанный недостаток авторегрессионного класса моделей.

3. Разработать новый метод прогнозирования на основании предложенной модели и выполнить программную реализацию алгоритмов.

4. Оценить эффективность предложенной модели прогнозирования при решении задачи прогнозирования различных временных рядов.

Методы исследования. При решении поставленных задач в работе использованы методы математического моделирования, анализ временных рядов, регрессионный анализ, методы объектно-ориентированного программирования.

Научная новизна. В работе получены следующие основные результаты, которые выносятся на защиту.

1. Модель экстраполяции временных рядов по выборке максимального подобия, относящаяся к классу авторегрессионных моделей и имеющая единственный параметр.

2. Метод прогнозирования временных рядов на основании разработанной модели, содержащий набор алгоритмов для экстраполяции временных рядов, идентификации модели и построения доверительного интервала прогнозных значений.

3. Результаты прогнозирования временных рядов показателей урожайности, а также временных рядов из других предметных областей, подтверждающие эффективность разработанной модели.

Практическая ценность работы. Разработанная модель и метод прогнозирования по выборке максимального подобия могут применяться для прогнозирования временных рядов различных предметных областей.

Разработанные алгоритмы экстраполяции временных рядов с учетом внешних факторов наглядны для программной реализации. Скорость вычисления прогнозных значений при использовании модели высока. Задача идентификации модели упрощена в сравнении с другими моделями авторегрессионного класса.

# **1 ПОСТАНОВКА ЗАДАЧИ ПРОГНОЗИРОВАНИЯ**

# **ВРЕМЕННЫХ РЯДОВ**

# **Содержательная постановка задачи**

Слово прогноз возникло от греческого пρόγνωσις, что означает предвидение, предсказание. Под прогнозированием понимают предсказание будущего с помощью научных методов. Процессом прогнозирования называется специальное научное исследование конкретных перспектив развития какого-либо процесса. Процессы, перспективы которых необходимо предсказывать, чаще всего описываются временными рядами, то есть последовательностью значений некоторых величин, полученных в определенные моменты времени. Временной ряд включает в себя два обязательных элемента – отметку времени и значение показателя ряда, полученное тем или иным способом и соответствующее указанной отметке времени. Каждый временной ряд рассматривается как выборочная реализация из бесконечной популяции, генерируемой стохастическим процессом, на который оказывают влияние множество факторов.

Согласно [1] временные ряды различаются способом определения значения, временным шагом, памятью и стационарностью. В зависимости от способа определения значений временного ряда они делятся на

– интервальные временные ряды,

– моментные временные ряды.

Интервальный временной ряд представляет собой последовательность, в которой уровень явления (значение временного ряда) относят к результату, накопленному или вновь произведенному за определенный интервал времени. Интервальным, например, является временной ряд показателя выпуска продукции предприятием за неделю, месяц или год; объем воды, сброшенной гидроэлектростанцией за час, день, месяц; объем электроэнергии, произведенной за час, день, месяц и другие.

Если же значение временного ряда характеризует изучаемое явление в конкретный момент времени, то совокупность таких значений образует моментный временной ряд. Примерами моментных рядов являются последовательности финансовых индексов, рыночных цен; физические показатели, такие как температура окружающего воздуха, влажность, давление, измеренные в конкретные моменты времени, и другие.

Согласно [1] в зависимости от частоты определения значений временного ряда, они делятся на

– равноотстоящие временные ряды,

– неравноотстоящие временные ряды.

Равноотстоящие временные ряды формируются при исследовании и фиксации значений процесса в следующие друг за другом равные интервалы времени. Большинство физических процессов описываются при помощи равноотстоящих временных рядов. Неравноотстоящими временными рядами называются те ряды, для которых принцип равенства интервалов фиксации значений не выполняется. К таким рядам относятся, например, все биржевые индексы в связи с тем, что их значения определяются лишь в рабочие дни недели. В зависимости от характера описываемого процесса временные ряды разделяются на

– временные ряды длинной памяти,

– временные ряды короткой памяти.

В целом, говоря о временных рядах с длинной памятью, подразумеваются временные ряды, для которых автокорреляционная функция, убывает медленно. К временным рядам с короткой памятью относят временные ряды, автокорреляционная функция которых убывает быстро. Скорость потока транспорта по дорогам, а также многие физические процессы, такие как потребление электроэнергии, температура воздуха, относятся к временным рядам с длинной памятью. К временным рядам с короткой памятью относятся, например, временные ряды биржевых индексов.

Дополнительно временные ряды принято разделять на

– стационарные временные ряды,

– нестационарные временные ряды.

Стационарным временным рядом называется такой ряд, который остается в равновесии относительно постоянного среднего уровня. Остальные временные ряды являются нестационарными. В промышленности, и в торговле, и в экономике, где прогнозирование имеет важное значение, многие временные ряды являются нестационарными, то есть не имеющими естественного среднего значения. В работе нестационарные временные ряды для решения задачи прогнозирования часто приводятся к стационарным при помощи разностного оператора. Горизонт времени, на который необходимо определить значения временного ряда, называется временем упреждения. Например, в работе [2], в зависимости от времени упреждения задачи прогнозирования, как правило, делятся наследующие категории срочности:

– долгосрочное прогнозирование;

– среднесрочное прогнозирование;

– краткосрочное прогнозирование.

Важно отметить, что для каждого временного ряда приведенная классификация имеет собственные диапазоны. Для временного ряда уровня сахара крови классификация срочности задачи прогнозирования обуславливается типами инсулина:

– ультракраткосрочное прогнозирование: до 3 - 4 часа;

– краткосрочное прогнозирование: до 5 - 8 часов;

– среднесрочное прогнозирование: до 16 - 24 часов.

Для задачи прогнозирования урожайности классификация задач:

– ультракраткосрочное прогнозирование: до одного дня;

– краткосрочное прогнозирование: от одного дня до недели;

– среднесрочное прогнозирование: от одной недели до года;

– долгосрочное прогнозирование: более чем на год вперед.

То есть для различных временных рядов, с различным временным разрешением классификация срочности задач прогнозирования индивидуальна.

Говоря о прогнозировании временных рядов, необходимо различить два взаимосвязанных понятия – метод прогнозирования и модель прогнозирования. Метод прогнозирования представляет собой последовательность действий, которые нужно совершить для получения модели прогнозирования временного ряда.

Модель прогнозирования есть функциональное представление, адекватно описывающее временной ряд и являющееся основой для получения будущих значений процесса. Часто, говоря о моделях прогнозирования, используется термин модель экстраполяции [3].

Метод прогнозирования содержит последовательность действий, в результате выполнения которой определяется модель прогнозирования конкретного временного ряда. Кроме того, метод прогнозирования содержит действия по оценке качества прогнозных значений. Общий итеративный подход к построению модели прогнозирования состоит из следующий шагов.

Шаг 1. На первом шаге, на основании предыдущего собственного или стороннего опыта выбирается общий класс моделей для прогнозирования временного ряда на заданный горизонт.

Шаг 2. Определенный общий класс моделей обширен. Для непосредственной подгонки к исходному временному ряду, развиваются грубые методы идентификации подклассов моделей. Такие методы идентификации используют качественные оценки временного ряда.

Шаг 3. После определения подкласса модели, необходимо оценить ее параметры, если модель содержит параметры, или структуру, если модель относится к категории структурных моделей. На данном этапе обычно используется итеративные способы, когда производится оценка участка (или всего) временного ряда при различных значениях изменяемых величин. Как правило, данный шаг является наиболее трудоемким в связи с тем, что часто в расчет принимаются все доступные исторические значения временного ряда.

Шаг 4. Далее производится диагностическая проверка полученной модели прогнозирования. Чаще всего выбирается участок или несколько участков временного ряда, достаточных по длине для проверочного прогнозирования и последующей оценки точности прогноза. Выбранные для диагностики модели прогнозирования участки временного ряда называются контрольными участками (периодами).

Шаг 5. В случае если точность диагностического прогнозирования оказалась приемлемой для задач, в которых используются прогнозные значения, то модель готова к использованию. В случае если точность прогнозирования оказалось недостаточной для последующего использования прогнозных значений, то возможно итеративное повторение всех описанных выше шагов, начиная с первого.

Моделью прогнозирования временного ряда является функциональное представление, адекватно описывающее временной ряд. При прогнозировании временных рядов возможны два варианта постановки задачи. В первом варианте для получения будущих значений исследуемого временного ряда используются доступные значения только этого ряда. Во втором варианте для получения прогнозных значений возможно использование не только фактических значений искомого ряда, но и значений набора внешних факторов, представленных в виде временных рядов. В общем случае временные ряды внешних факторов могут иметь разрешение по времени отличное от разрешения искомого временного ряда. Например, в работе [4] подробно обсуждаются внешние факторы, оказывающие влияние на временной ряд урожайности картофеля. К таким внешним факторам относят температуру окружающей среды, влажность воздуха, а также сезонность, т. е. час суток, день недели, месяц года. Лишь некоторые модели прогнозирования позволяют учитывать категориальные внешние факторы, большинство моделей позволяют учитывать только дискретных.

При прогнозировании временного ряда требуется определить функциональную зависимость, адекватно описывающую временной ряд, которая называется модель прогнозирования. Цель создания модели прогнозирования состоит в получении такой модели, для которой среднее абсолютное отклонение истинного значения от прогнозируемого стремится к минимальному для заданного горизонта, который называется временем упреждения [5]. После того, как модель прогнозирования временного ряда определена, требуется вычислить будущие значения временного ряда, а также их доверительный интервал.

# **Формальная постановка задачи**

Прогнозирование с учетом внешних факторов. Пусть значения исходного временного ряда *Z*(*t)*доступны в дискретные моменты времени *t*=1,2, ... *,T*. Предполагается, что на значения *Z(t)* оказывает влияние набор внешних факторов. Пусть первый внешний фактор ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEYAIBCQAAAADQWAEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2BRdmVAQAAAAtAQAACAAAADIKoAHRAwEAAAApeQgAAAAyCqABLAIBAAAAKHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2BRdmVAQAAAAtAQEABAAAAPABAAAIAAAAMgoQAjgDAQAAADF5CAAAADIKEAKTAQEAAAAxeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUhSdkCRVXYFF2ZUBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABvwIBAAAAdHkIAAAAMgqgAVwAAQAAAFh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AVAUXZlQAAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)доступен в дискретные моменты времени![](data:image/x-wmf;base64,183GmgAAAAAAACAJYAIACQAAAABRVQEACQAAA1MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gCAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIUnZAkVV2VQ1mswQAAAAtAQAACAAAADIKoAFtCAEAAAAseQoAAAAyCqABxgQFAAAALC4uLiwACAAAADIKoAHtAwEAAAAyLggAAAAyCqABdgMBAAAALC4IAAAAMgqgAcACAQAAADEuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SFJ2QJFVdlUNZrMEAAAALQEBAAQAAADwAQAACAAAADIKEALbBwEAAAAxLggAAAAyChACpAABAAAAMS4cAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIUnZAkVV2VQ1mswQAAAAtAQAABAAAAPABAQAIAAAAMgqgAQYHAQAAAFQuCAAAADIKoAErAAEAAAB0ABwAAAD7AkD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2dQ8KaiAfLQAU8RIAeUhSdkCRVXZVDWazBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABmQEBAAAAPS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCzVQ1mswAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)второй внешний фактор ![](data:image/x-wmf;base64,183GmgAAAAAAAAAFYAIACQAAAABxWQEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIUnZAkVV2iAtmqAQAAAAtAQAACAAAADIKoAElBAEAAAApeQgAAAAyCqABVgIBAAAAKHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIUnZAkVV2iAtmqAQAAAAtAQEABAAAAPABAAAIAAAAMgoQAnsDAQAAADJ5CAAAADIKEAKsAQEAAAAyeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUhSdkCRVXaIC2aoBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB6QIBAAAAdHkIAAAAMgqgAVwAAQAAAFh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AqIgLZqgAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)доступен в моменты времени ![](data:image/x-wmf;base64,183GmgAAAAAAAOAIYAIBCQAAAACQVAEACQAAA0sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIUnZAkVV2RBhmOgQAAAAtAQAACAAAADIKEAIeCAEAAAAyeQgAAAAyChACvQABAAAAMnkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIUnZAkVV2RBhmOgQAAAAtAQEABAAAAPABAAAKAAAAMgqgAfAEBQAAACwuLi4sAAgAAAAyCqABFwQBAAAAMi4IAAAAMgqgAaADAQAAACwuCAAAADIKoAHqAgEAAAAxLhwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUhSdkCRVXZEGGY6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABMAcBAAAAVC4IAAAAMgqgASsAAQAAAHQuHAAAAPsCQP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbBGgp4YB8tABTxEgB5SFJ2QJFVdkQYZjoEAAAALQEBAAQAAADwAQAACAAAADIKoAHDAQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADpEGGY6AAAKADgAigEAAAAAAAAAADDzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)и т.д. В случае если дискретность исходного временного ряда и внешних факторов, а так же значения ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHYAIBCQAAAABwWwEACQAAAzsBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIABxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIUnZAkVV2cRpmCgQAAAAtAQAACAAAADIKEAJiBgEAAABzeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUhSdkCRVXZxGmYKBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABcQUBAAAAVHkIAAAAMgqgAcoBAQAAAFR5CAAAADIKoAEdAAEAAABUeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUhSdkCRVXZxGmYKBAAAAC0BAAAEAAAA8AEBAAoAAAAyCqABMQMFAAAALC4uLiwACAAAADIKoAFKAQEAAAAsLhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUhSdkCRVXZxGmYKBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACnwIBAAAAMS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAKcRpmCgAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)различны, то временные ряды внешних факторов ![](data:image/x-wmf;base64,183GmgAAAAAAAMALYAIACQAAAACxVwEACQAAA2MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALACxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ACwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2gwxmVwQAAAAtAQAACAAAADIKoAHcCgEAAAApeQgAAAAyCqAB9QgBAAAAKHkKAAAAMgqgAdEDBgAAACksLi4uLAgAAAAyCqABLAIBAAAAKCwcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2gwxmVwQAAAAtAQEABAAAAPABAAAIAAAAMgoQAjgDAQAAADEsCAAAADIKEAKTAQEAAAAxLBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUhSdkCRVXaDDGZXBAAAAC0BAAAEAAAA8AEBAAgAAAAyChACHQoBAAAAUywIAAAAMgoQAjYIAQAAAFMsHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SFJ2QJFVdoMMZlcEAAAALQEBAAQAAADwAQAACAAAADIKoAGICQEAAAB0LAgAAAAyCqAB4wYBAAAAWE8IAAAAMgqgAb8CAQAAAHQsCAAAADIKoAFcAAEAAABYLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFeDDGZXAAAKADgAigEAAAAAAAAAANjyEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)необходимо привести к единой шкале времени t [4].

В момент прогноза *T* необходимо определить будущие значения исходного процесса *Z* (*t)* в моменты времени,![](data:image/x-wmf;base64,183GmgAAAAAAAKAKIAIBCQAAAACQVgEACQAAAx8BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgChIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9gCgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2exdmwwQAAAAtAQAACAAAADIKgAHmCQEAAAAseQoAAAAyCoABkQMFAAAALC4uLiwACAAAADIKgAHbAgEAAAAxLhwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUhSdkCRVXZ7F2bDBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABzggBAAAAUC4IAAAAMgqAAdEFAQAAAFQuCAAAADIKgAEdAAEAAABULhwAAAD7AkD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2lgwKRngnIwC88BIAeUhSdkCRVXZ7F2bDBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABYQcBAAAAKy4IAAAAMgqAAa0BAQAAACsuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Aw3sXZsMAAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) учитывая влияние внешних факторов![](data:image/x-wmf;base64,183GmgAAAAAAAIAKYAIACQAAAADxVgEACQAAA1MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2jBVmzQQAAAAtAQAACAAAADIKoAGqCQEAAAApeQgAAAAyCqABfQgBAAAAKHkKAAAAMgqgAVkDBgAAACksLi4uLAgAAAAyCqABLAIBAAAAKCwcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2jBVmzQQAAAAtAQEABAAAAPABAAAIAAAAMgoQApMBAQAAADEsHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SFJ2QJFVdowVZs0EAAAALQEAAAQAAADwAQEACAAAADIKoAEQCQEAAAB0LAgAAAAyCqABawYBAAAAWCwIAAAAMgqgAb8CAQAAAHQsCAAAADIKoAFcAAEAAABYABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUhSdkCRVXaMFWbNBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACvgcBAAAAUywKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDNjBVmzQAACgA4AIoBAAAAAAAAAADY8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). При этом считаем, что значения внешних факторов в моменты времени ![](data:image/x-wmf;base64,183GmgAAAAAAACAjYAIACQAAAABRfwEACQAAAwsCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgIxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gIgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIUnZAkVV2SAxmGwQAAAAtAQAACAAAADIKoAFMIgEAAAApeQgAAAAyCqABqx0BAAAAKHkKAAAAMgqgAa0YBgAAACksLi4uLAgAAAAyCqAB8BcBAAAAMSwIAAAAMgqgAa0UAQAAACgsCgAAADIKoAGvDwYAAAApLC4uLiwIAAAAMgqgAQ4LAQAAACgsCgAAADIKoAEsBgYAAAApLC4uLiwIAAAAMgqgAW8FAQAAADEsCAAAADIKoAEsAgEAAAAoLBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUhSdkCRVXZIDGYbBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACdQoBAAAAMSwIAAAAMgoQApMBAQAAADEsHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SFJ2QJFVdkgMZhsEAAAALQEAAAQAAADwAQEACAAAADIKoAEtIQEAAABQLAgAAAAyCqABMB4BAAAAVCwIAAAAMgqgAb8bAQAAAFgsCAAAADIKoAEyFQEAAABULAgAAAAyCqABwRIBAAAAWCwIAAAAMgqgAZAOAQAAAFAsCAAAADIKoAGTCwEAAABULAgAAAAyCqABPgkBAAAAWCwIAAAAMgqgAbECAQAAAFQsCAAAADIKoAFcAAEAAABYLBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUhSdkCRVXZIDGYbBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACEh0BAAAAcywIAAAAMgoQAhQUAQAAAHMsHAAAAPsCQP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaGDQpFkEAhABTxEgB5SFJ2QJFVdkgMZhsEAAAALQEAAAQAAADwAQEACAAAADIKoAHAHwEAAAArLAgAAAAyCqABwhYBAAAAKywIAAAAMgqgASMNAQAAACssCAAAADIKoAFBBAEAAAArLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABtIDGYbAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)являются доступными.

Для вычисления будущих значений процесса *Z* (t) в указанные моменты времени требуется определить функциональную зависимость, отражающую связь между прошлыми значениями *Z* (t) и будущими, а также принимающую во внимание влияние внешних факторов ![](data:image/x-wmf;base64,183GmgAAAAAAAIAKYAIACQAAAADxVgEACQAAA1MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2jBVmzQQAAAAtAQAACAAAADIKoAGqCQEAAAApeQgAAAAyCqABfQgBAAAAKHkKAAAAMgqgAVkDBgAAACksLi4uLAgAAAAyCqABLAIBAAAAKCwcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2jBVmzQQAAAAtAQEABAAAAPABAAAIAAAAMgoQApMBAQAAADEsHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SFJ2QJFVdowVZs0EAAAALQEAAAQAAADwAQEACAAAADIKoAEQCQEAAAB0LAgAAAAyCqABawYBAAAAWCwIAAAAMgqgAb8CAQAAAHQsCAAAADIKoAFcAAEAAABYABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUhSdkCRVXaMFWbNBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACvgcBAAAAUywKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDNjBVmzQAACgA4AIoBAAAAAAAAAADY8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)на исходный временной ряд

|  |  |  |
| --- | --- | --- |
|  |  | (1.2.1) |

Зависимость (1.2.1) называется моделью прогнозирования с учетом внешних факторов![](data:image/x-wmf;base64,183GmgAAAAAAAIAKYAIACQAAAADxVgEACQAAA1MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2jBVmzQQAAAAtAQAACAAAADIKoAGqCQEAAAApeQgAAAAyCqABfQgBAAAAKHkKAAAAMgqgAVkDBgAAACksLi4uLAgAAAAyCqABLAIBAAAAKCwcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIUnZAkVV2jBVmzQQAAAAtAQEABAAAAPABAAAIAAAAMgoQApMBAQAAADEsHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SFJ2QJFVdowVZs0EAAAALQEAAAQAAADwAQEACAAAADIKoAEQCQEAAAB0LAgAAAAyCqABawYBAAAAWCwIAAAAMgqgAb8CAQAAAHQsCAAAADIKoAFcAAEAAABYABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUhSdkCRVXaMFWbNBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACvgcBAAAAUywKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDNjBVmzQAACgA4AIoBAAAAAAAAAADY8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). Требуется создать такую модель прогнозирования, для которой среднее абсолютное отклонение истинного значения от прогнозируемого стремится к минимальному для заданного P.
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Рисунок 1 – Иллюстрация задачи прогнозирования временного ряда с учетом внешнего фактора

# **Обзор и сравнение моделей прогнозирования**

Перед тем как перейти к обзору моделей, необходимо отметить, что названия моделей и соответствующих методов, как правило, совпадают. Например работы [1],[5],[7],[8] посвящены одной из самых распространенных моделей прогнозирования авторегрессии проинтегрированного скользящего среднего с учетом внешнего фактора (autoregression moving average external, ARIMAX). Эту модель и соответствующий ей метод обычно называют ARIMAX. В настоящее время принято использовать английские аббревиатуры названий, как моделей, так и методов.

В настоящее время насчитывается свыше 100 классов моделей [19]. Число общих классов моделей, которые в тех или иных вариациях повторяются в других, гораздо меньше. Часть моделей и соответствующих методов относится к отдельным процедурам прогнозирования. Часть методов представляет набор отдельных приемов, отличающихся от базовых или друг от друга количеством частных приемов и последовательностью их применения. Все методы прогнозирования делятся на две группы: интуитивные и формализованные.

Интуитивное прогнозирование применяется тогда, когда объект прогнозирования либо слишком прост, либо, напротив, настолько сложен, что аналитически учесть влияние внешних факторов невозможно. Интуитивные методы прогнозирования не предполагают разработку моделей прогнозирования и отражают индивидуальные суждения специалистов (экспертов) относительно перспектив развития процесса. Интуитивные методы основаны на мобилизации профессионального опыта и интуиции. Такие методы используются для анализа процессов, развитие которых либо полностью, либо частично не поддается математической формализации, то есть для которых трудно разработать адекватную модель. К таким методам относятся методы экспертных оценок, исторических аналогий, предвидения по образцу. Кроме того, в настоящее время широко распространено применение экспертных систем, в том числе с использованием нечеткой логики.

Формализованные методы рассматривают модели прогнозирования. Модели прогнозирования разделяются на статистические модели и структурные модели.

В статистических моделях функциональная зависимость между будущими и фактическими значениями временного ряда, а также внешними факторами задана аналитически. К статистическим моделям относятся следующие группы [7]:

– регрессионные модели;

– авторегрессионные модели;

– модели экспоненциального сглаживания.

В структурных моделях функциональная зависимость между будущими и фактическими значениями временного ряда, а также внешними факторами задана структурно. К структурным моделям относятся следующие группы [8]:

– нейросетевые модели;

– модели на базе цепей Маркова;

– модели на базе классификационно-регрессионных деревьев.

Кроме того, необходимо отметить, что для узкоспециализированных задач иногда применяются особые модели прогнозирования. Так, например, для задачи прогнозирования энергопотребления применяются модели на основе дифференциальных уравнений [9]. Для задачи прогнозирования транспортного потока, которая в последние несколько лет актуальна для мегаполисов, применяются гидродинамические модели. Для прогнозирования природных явлений, таких как землетрясения, применяется, например, модель, в основу которой положены нелинейные клетки (или соты), находящиеся под воздействием внешнего поля, и у которых есть внутреннее состояние, изменяющееся во времени под воздействием этого поля. Аналогичные модели разрабатываются и применяются для специальных процессов и систем. В рамках настоящей работы данный класс формализованных моделей не рассматривается.

# **Достоинства и недостатки моделей**

Регрессионные модели и методы. К достоинствам данных моделей прогнозирования относят простоту, гибкость, а также единообразие их анализа и проектирования. При использовании линейных регрессионных моделей результат прогнозирования может быть получен быстрее, чем при использовании остальных моделей. Кроме того, достоинством является прозрачность моделирования, т. е. доступность для анализа всех промежуточных вычислений.

Основным недостатком нелинейных регрессионных моделей является сложность определения вида функциональной зависимости, а также трудоемкость определение параметров модели. Недостатками линейных регрессионных моделей являются низкая адаптивность и отсутствие способности моделирования нелинейных процессов [11].

Авторегрессионные модели и методы. Важными достоинствами данного класса моделей являются их простота и прозрачность моделирования. Еще одним достоинством является единообразие анализа и проектирования. На сегодняшний день данный класс моделей является одним из наиболее популярных, а потому в открытом доступе легко найти примеры применения авторегрессионных моделей для решения задач прогнозирования временных рядов различных предметных областей.

Недостатками данного класса моделей являются: большое число параметров модели, идентификация которых неоднозначна и ресурсоемка; низкая адаптивность моделей, а также линейность и, как следствие, отсутствие способности моделирования нелинейных процессов, часто встречающихся на практике.

Модели и методы экспоненциального сглаживания. Достоинствами данного класса моделей являются простота и единообразие их анализа и проектирования. Данный класс моделей чаще других используется для долгосрочного прогнозирования. Недостатком данного класса моделей прогнозирования является отсутствие гибкости.

Нейросетевые модели и методы. Согласно [11], основным достоинством нейросетевых моделей является нелинейность, т.е. способность устанавливать нелинейные зависимости между будущими и фактическими значениями процессов. Другими важными достоинствами являются: адаптивность, масштабируемость (параллельная структура ANN ускоряет вычисления) и единообразие их анализа и проектирования.

При этом недостатками ANN являются отсутствие прозрачности моделирования; сложность выбора архитектуры, высокие требования к непротиворечивости обучающей выборки; сложность выбора алгоритма обучения и ресурсоемкость процесса их обучения.

Модели и методы на базе цепей Маркова [12]. Простота и единообразие анализа и проектирования являются достоинствами моделей на базе цепей Маркова. Недостатком данных моделей является отсутствие возможности моделирования процессов с длинной памятью.

Модели на базе классификационно – регрессионных деревьев. Достоинствами данного класса моделей являются: масштабируемость, за счет которой возможна быстрая обработка сверхбольших объемов данных; быстрота и однозначность процесса обучения дерева (в отличие от ANN), а также возможность использовать категориальные внешние факторы. Недостатками данных моделей являются неоднозначность алгоритма построения структуры дерева; сложность вопроса останова, т.е. вопроса о том, когда стоит прекратить дальнейшие ветвления; отсутствие единообразия их анализа и проектирования [13].

Достоинства и недостатки моделей и методов систематизированы в таблице 1– Сравнение моделей и методов прогнозирования.

Таблица 1– Сравнение моделей и методов прогнозирования

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Модель и метод | Достоинства | | Недостатки | |
| 1 | 2 | | 3 | |
| Регрессионные модели и методы | простота, гибкость, прозрачность моделирования; единообразие анализа и проектирования | | сложность определения функциональной зависимости; трудоемкость нахождения коэффициентов зависимости; отсутствие возможности моделирования нелинейных процессов (для нелинейной регрессии) | |
| Авторегрессионные модели и методы | | простота, прозрачность моделирования; единообразие анализа и проектирования; множество примеров применения | | трудоемкость и ресурсоемкость идентификации моделей; невозможность моделирования нелинейностей; низкая адаптивность |
| Модели и методы экспоненциального сглаживания | | простота моделирования; единообразие анализа и проектирования | | недостаточная гибкость; узкая применимость моделей |
| Нейросетевые модели и методы | | нелинейность моделей; масштабируемость, высокая адаптивность; единообразие анализа и проектирования; множество примеров применения | | отсутствие прозрачности; сложность выбора архитектуры; жесткие требования к обучающей выборке; сложность выбора алгоритма обучения; ресурсоемкость процесса обучения |
| Продолжение таблицы 1 | | | | |
| 1 | | 2 | | 3 |
| Модели и методы на базе цепей Маркова | | простота моделирования; единообразие анализа и проектирования | | невозможность моделирования процессов с длинной памятью; узкая применимость моделей |
| Модели и методы на базе классификационно-регрессионных деревьев | | масштабируемость; быстрота и простота процесса обучения; возможность учитывать категориальные переменные | | неоднозначность алгоритма построения дерева; сложность вопроса останова |

Нужно дополнительно отметить, что ни для одной из рассмотренных групп моделей (и методов) в достоинствах не указана точность прогнозирования. Согласно [14], это сделано в связи с тем, что точность прогнозирования того или иного процесса зависит не только от модели, но и от опыта исследователя, от доступности данных, от располагаемой аппаратной мощности и многих других факторов. Точность прогнозирования будет оцениваться для конкретных задач, решаемых в рамках данной работы.

На сегодняшний день наиболее распространенными моделями прогнозирования являются авторегрессионные модели (ARIMAX), а также нейросетевые модели (ANN).

# **Комбинированные модели**

Одной из популярных современных тенденций в области создания моделей прогнозирования является создание комбинированных моделей и методов. Подобный подход дает возможность компенсировать недостатки одних моделей при помощи других, и направлен на повышение точности прогнозирования, как одного из главных критериев эффективности модели.

Подход прогнозирования временного ряда осуществляется в два этапа. На первом этапе, на основании моделей распознавания образов (pattern recognition) выделяются гомогенные группы (patterns) временного ряда. На следующем этапе для каждой группы строится отдельная модель прогнозирования. При помощи вейвлет преобразования (wavelet transform) доступные значения временного ряда разделяются на несколько последовательностей, для каждой из которых строится отдельная модель ARIMA [14],[15].

В обзоре моделей прогнозирования энергопотребления рассматривается следующие типы комбинаций [16]:

– *нейронные сети + нечеткая логика*;

– *нейронные сети + ARIMA*;

– *нейронные сети + регрессия*;

– *нейронные сети + GA + нечеткая логика*;

– *регрессия + нечеткая логика*.

В большинстве комбинаций, модели на основе нейронных сетей применяются для решения задачи кластеризации, а далее для каждого кластера строится отдельная модель прогнозирования на основе ARIMA, GA, нечеткой логики и др. В работе утверждается, что применение комбинированных моделей, выполняющих предварительную кластеризации и последующее прогнозирование внутри определенного кластера, является наиболее перспективным направлением развития моделей прогнозирования.

Согласно работе [17], для кластеризации предлагается два метода: метод K- cредних (K-mean) и метод нечетких C-средних (fuzzy C-mean). Целью обоих алгоритмов кластеризации является извлечение полезной информации из временного ряда для последующего прогнозирования. Авторы утверждают, что применение кластеризации дает возможность повысить точность прогнозирования.

Применение комбинированных моделей  является направлением, которое при корректном подходе позволяет повысить точность прогнозирования. Главным недостатком комбинированных моделей является сложность и ресурсоемкость их разработки: нужно разработать модели таким образом, чтобы компенсировать недостатки каждой из них, не потеряв достоинств.

Ряд исследователей пошли по альтернативному пути [18] и разработали авторегрессионные модели, в основе которых лежит предположение о том, что временной ряд есть последовательность повторяющихся кластеров (patterns). Однако при этом разработчики не создавали комбинированных моделей, а определяли кластеры и выполняли прогноз на основании одной модели. Рассмотрим эти модели подробнее.

Рассмотрим модель прогнозирования направления движения индексов рынка(index movement) [19], учитывающая кластеры временного ряда. Пусть временной ряд содержит три значения -1, 0 и 1, которые характеризуют спад, стабильное состояние и подъем рынка соответственно. Кластером (pattern) называется последовательность ![](data:image/x-wmf;base64,183GmgAAAAAAAAAWgAIACQAAAACRSgEACQAAA6MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIAFhIAAAAmBg8AGgD/////AAAQAAAAwP///7T////AFQAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92rRlmzwQAAAAtAQAACAAAADIKwAE2FQEAAAApeQgAAAAyCsABlRABAAAAKHkKAAAAMgrAAXIMBgAAACksLi4uLAgAAAAyCsABtQsBAAAAMSwIAAAAMgrAAQwJAQAAACgsCAAAADIKwAGpBgIAAAApLAgAAAAyCsABigUBAAAAKCwcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92rRlmzwQAAAAtAQEABAAAAPABAAAIAAAAMgrAAXYTAQAAAE0sCAAAADIKwAEoEQEAAABpLAgAAAAyCsABaA8BAAAAWiwIAAAAMgrAAZ8JAQAAAGksCAAAADIKwAHfBwEAAABaLAgAAAAyCsABHQYBAAAAaSwIAAAAMgrAAV0EAQAAAFosCAAAADIKwAFAAAEAAABaLBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgcdkCRH3atGWbPBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvcAiAEBAAAATSwIAAAAMgowAlgBAQAAAGksHAAAAPsCQP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbcDArBuKxpABTxEgB5SBx2QJEfdq0ZZs8EAAAALQEBAAQAAADwAQAACAAAADIKwAEQEgEAAAArLAgAAAAyCsABhwoBAAAAKywIAAAAMgrAAf4CAQAAAD0sCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Az60ZZs8AAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)для i=1,2,…,N-M, где *N* – число доступных отчетов временного ряда *Z(t)*. Для определения прогнозного значения рассмотрена последняя доступная информация, а именно последовательность *Z(N,M) = Z(N-M+1),Z(N-M+2),...,Z(N)*, для которой определена ближайшая похожая (closet match) *Z(Q,M) = Z(Q+1),Z(Q+2),...,Z(Q+M)*. При этом функция, определяющая близость, имеет вид

|  |  |  |
| --- | --- | --- |
|  |  | (1.5.1) |

т.е. близость кластеров определяется простым сравнением. Далее вычисляется прогнозное значение

|  |  |  |
| --- | --- | --- |
|  |  | (1.5.2) |

Таким образом, в данной модели предполагается, что если в некоторый момент времени в прошлом рынок вел себя определенным образом, то в будущем его поведение повторится в связи с тем, что временной ряд является последовательностью кластеров.

Согласно работам [21],[22], существуют модели прогнозирования, основанная на модели авторегрессии, но принимающая во внимание кусочки временного ряда. Здесь прогнозное значение временного ряда определено выражением

|  |  |  |
| --- | --- | --- |
|  |  | (1.5.3) |

которое является линейной авторегрессией порядка *M*. При этом коэффициенты авторегрессии *α0*,*α1*,…,*αM* определяются следующим образом. Предполагается, что существует *K* кусочков (векторов) длины *M* временного ряда, для которых выполняется выражение

|  |  |  |
| --- | --- | --- |
|  |  | (1.5.4) |

При определении ближайших векторов (closest vectors) Z(i1-1),Z(i1-2),…,Z(i1-M),...,Z(iK-1),Z(iK-2),…,Z(iK-M) используется значение линейной корреляции Пирсона между всеми возможными векторами и новейшим вектором (last available vector) Z(t-1),Z(t-2),…,Z(t-M).

Разработчики рассмотренных выше моделей утверждают, что предложенные модели просты, прозрачны и эффективны для исследованных временных рядов [37]. При этом очевидно, что главными недостатками данных моделей являются [39],[40],[41]:

–*невозможность учитывать внешние факторы*;

–*неоднозначность критерия определения похожей выборки;*

–*сложность определения эффективной комбинации двух параметров M (длина векторов) и K(число векторов, принимаемых в расчет).*

В рамках диссертации установлено, что подход, предложенный авторами работ, является перспективным в области создания моделей прогнозирования временных рядов. Предложенная в диссертации модель прогнозирования развивает модели  и устраняет все перечисленные выше недостатки: модель позволяет учитывать влияния внешних факторов; формулируется критерий определения похожей выборки для двух видов постановок задачи прогнозирования; количество параметром модели сокращается до одного, что существенно упрощает идентификацию модели [18].

# **Выводы**

1) Задача прогнозирования временных рядов имеет высокую актуальность для многих предметных областей и является неотъемлемой частью повседневной работы многих компаний.

2) Установлено, что к настоящему времени разработано множество моделей для решения задачи прогнозирования временного ряда, среди которых наибольшую применимость имеют авторегрессионные и нейросетевые модели.

3) Выявлены достоинства и недостатки рассмотренных моделей. Установлено, что существенным недостатком авторегрессионных моделей является большое число свободных параметров, требующих идентификации; недостатками нейросетевых моделей является ее непрозрачность моделирования и сложность обучения сети.

4) Определено, что наиболее перспективным направлением развития моделей прогнозирования с целью повышения точности является создание комбинированных моделей, выполняющих на первом этапе кластеризацию, а затем прогнозирование временного ряда внутри установленного кластера.

# **Модели экстраполяции временных рядов по выборке**

# **максимального подобия**

# **Модель с учетом внешних факторов**

# **Выборки временных рядов**

Пусть дан временной ряд Z(t) и внешние факторы, представленные в виде временных рядов X1(t),…,XS(t), соответствующие исходному ряду по отметкам времени. Требуется построить модель прогнозирования исходного временного ряда Z(t), которая будет учитывать влияние значений внешних факторов X1(t),…,XS(t).

Если внешние факторы X1(t),…,XS(t) имеют временное разрешение, отличное от разрешения исходного ряда Z(t), то необходимо произвести дополнительные преобразования и привести внешние факторы в соответствие с исходным временном рядом Z(t) по отметкам времени.

В основу модели экстраполяции с учетом внешнего фактора положено предположение о повторяемости выборок временного ряда. Кроме того, известно, что для учета внешних факторов в авторегрессионных моделях вводятся дополнительные регрессоры.

В настоящем разделе сначала рассматривается задача аппроксимации одной выборки при помощи другой с учетом выборок внешних факторов, а затем результаты аппроксимации применяются для построения модели прогнозирования временного ряда.

# **2.1.2 Аппроксимация выборки**

Пусть задана выборка исходного временного ряда ![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAICCQAAAAAzXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlI5ndAkel3eRFmLgQAAAAtAQAACAAAADIK9wCFAQEAAABNeQgAAAAyCjACVQEBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlI5ndAkel3eRFmLgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ALnkRZi4AAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)и выборки![](data:image/x-wmf;base64,183GmgAAAAAAAKAHwAIBCQAAAABwWwEACQAAA0cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gBwAAdAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR927BdmYAQAAAAtAQAACAAAADIK9wDpBQEAAABNeQgAAAAyCjACEgcBAAAAdHkIAAAAMgowAiEGAQAAAFN5CAAAADIK9wDVAQEAAABNeQgAAAAyCjACvAIBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR927BdmYAQAAAAtAQEABAAAAPABAAAIAAAAMgrAAXAEAQAAAFh5CAAAADIKwAFcAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUgcdkCRH3bsF2ZgBAAAAC0BAAAEAAAA8AEBAAgAAAAyCjACtwYBAAAAKXkIAAAAMgowArwFAQAAACh5CgAAADIKMAIXAwUAAAAsLi4uLFMIAAAAMgowAmECAQAAACl5CAAAADIKMALxAQEAAAAxeQgAAAAyCjACqAEBAAAAKHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBg7BdmYAAACgA4AIoBAAAAAAEAAADY8hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==),являются выборками внешних факторов, соответствующих![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAICCQAAAAAzXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR926BlmSwQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACWAEBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR926BlmSwQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AS+gZZksAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)по отметкам времени. Аппроксимируем выборку ![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAICCQAAAAAzXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR926BlmSwQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACWAEBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR926BlmSwQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AS+gZZksAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)с учетом выборок ![](data:image/x-wmf;base64,183GmgAAAAAAAKAHwAIBCQAAAABwWwEACQAAA0cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gBwAAdAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR923AxmJgQAAAAtAQAACAAAADIK9wDpBQEAAABNeQgAAAAyCjACEgcBAAAAdHkIAAAAMgowAiEGAQAAAFN5CAAAADIK9wDVAQEAAABNeQgAAAAyCjACvAIBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR923AxmJgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAXAEAQAAAFh5CAAAADIKwAFcAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUgcdkCRH3bcDGYmBAAAAC0BAAAEAAAA8AEBAAgAAAAyCjACtwYBAAAAKXkIAAAAMgowArwFAQAAACh5CgAAADIKMAIXAwUAAAAsLi4uLFMIAAAAMgowAmECAQAAACl5CAAAADIKMALxAQEAAAAxeQgAAAAyCjACqAEBAAAAKHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAm3AxmJgAACgA4AIoBAAAAAAEAAADY8hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)по формуле

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.2.1) |

Здесь *αS+1*,*αS*,...,*α0* – коэффициенты, определяемые по методу наименьших квадратов. Вектор *EM* – вектор значений ошибок аппроксимации, *IM* – единичный вектор. Выражение (2.1.2.1) можно переписать в виде

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.2.2) |

Постановка задачи аппроксимации выборки. Пусть дана функциональная зависимость (2.1.2.2). Необходимо определить такие значения коэффициентов αS+1,αS,...,α0, чтобы квадрат отклонений модельных значений выборки![](data:image/x-wmf;base64,183GmgAAAAAAAKACwAIBCQAAAABwXgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9gAgAAagIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR929w5mMQQAAAAtAQAACAAAADIKNwGIAQEAAABNeQgAAAAyCnACWAEBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR929w5mMQQAAAAtAQEABAAAAPABAAAIAAAAMgoAAkAAAQAAAFp5HAAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SBx2QJEfdvcOZjEEAAAALQEAAAQAAADwAQEACAAAADIKkQGpAAEAAACIeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADH3DmYxAAAKADgAigEAAAAAAQAAANjyEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)от фактических ![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAICCQAAAAAzXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92AhpmTgQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACWAEBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92AhpmTgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ATgIaZk4AAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)был минимален

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.2.3) |

После нахождения коэффициентов αS+1,αS,...,α0, необходимо оценить вектор ошибок *EM*.

Выполним решение данной задачи. Пусть дана функциональная зависимость (2.1), тогда функция суммы квадратов имеет вид

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.2) |

Функция называется функцией суммы квадратов (sum of squares function). Задача состоит в том, чтобы подобрать такие значения ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR920wpmJQQAAAAtAQAACAAAADIKEAJCAQEAAAAxeRwAAAD7AkD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2uhUKkaA+GgAU8RIAeUgcdkCRH3bTCmYlBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABFgABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAl0wpmJQAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)и ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR925xlmNgQAAAAtAQAACAAAADIKEAJXAQEAAAAweRwAAAD7AkD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2GBoKLgA/GgC88BIAeUgcdkCRH3bnGWY2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABFgABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQA25xlmNgAACgA4AIoBAAAAAAAAAADY8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), чтобы при подстановке их в (2.4) было получено минимальное возможное значение ![](data:image/x-wmf;base64,183GmgAAAAAAAAAGYAIBCQAAAABwWgEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR922hlmNwQAAAAtAQAACAAAADIKoAHSBAIAAAApLggAAAAyCqABbgIBAAAALC4IAAAAMgqgATIAAQAAACguHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SBx2QJEfdtoZZjcEAAAALQEBAAQAAADwAQAACAAAADIKEAIoBAEAAAAwLggAAAAyChAC3AEBAAAAMS4cAAAA+wJA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdtkLCthIvBcAvPASAHlIHHZAkR922hlmNwQAAAAtAQAABAAAAPABAQAIAAAAMgqgAecCAQAAAGEuCAAAADIKoAGwAAEAAABhLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADfaGWY3AAAKADgAigEAAAAAAQAAANjyEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Приведем задачу к матричному уравнению![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92ehpmkAQAAAAtAQAACAAAADIKEAI2BgEAAABZeQgAAAAyChACcAEBAAAAWHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92ehpmkAQAAAAtAQEABAAAAPABAAAIAAAAMgqgASUFAQAAAFp5CAAAADIKoAFgAgEAAABBeQgAAAAyCqABQAABAAAAWnkcAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvEZCrBorCwAFPESAHlIHHZAkR92ehpmkAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcYDAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AkHoaZpAAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), где

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.2.5) |

Решая матричное уравнение (2.1.2.5), определяем значения коэффициентов *αS+1*,*αS*,...,*α0*, соответствующие минимуму функции![](data:image/x-wmf;base64,183GmgAAAAAAAIACgAICCQAAAAATXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9AAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIHHZAkR92zhdm8wQAAAAtAQAACAAAADIK9wBZAQEAAABNeQgAAAAyCjACLwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIHHZAkR92zhdm8wQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A884XZvMAAAoAOACKAQAAAAAAAAAAbOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=). Решение будет найдено при помощи обратной матрицы

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.2.6) |
|  |  | (2.1.2.7) |

Оценка ошибки аппроксимации. Ошибка определяется по формуле

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.2.8) |

В настоящее время точность моделирования временных рядов *EM* принято оценивать при помощи двух показателей:

–средняя абсолютная ошибка (mean absolute error, MAE)

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.2.9) |

–средняя абсолютная ошибка в процентах, (mean absolute percentage error, MAPE)

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.2.10) |

Здесь и далее, говоря о точности моделирования временных рядов (аппроксимации, прогнозирования) будем применять значения показателей MAE (2.1.2.9) и MAPE (2.1.2.10).

В настоящем разделе была рассмотрена аппроксимация одной выборки временного ряда при помощи другой, лежащей на оси времени отчетов левее, то есть раньше. Данное свойство представления новых выборок временного ряда при помощи старых будет использовано для определения модели экстраполяции.

# **2.1.3 Подобие выборок**

Свойство двух выборок, заключенное в том, что одна выборка может быть выражена через другую с помощью линейной зависимости (2.2.1.1), назовем подобием двух выборок.

Покажем, что для общего случая линейной регрессии минимум ошибки регрессии соответствует максимуму линейной корреляции Пирсона. Пусть дана модель

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.1) |

Тогда функция суммы квадратов определяется как разность модельных![](data:image/x-wmf;base64,183GmgAAAAAAAEADwAIACQAAAACRXwEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6v///8AAwAAawIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92TxVmlwQAAAAtAQAACAAAADIKAAJvAgEAAAApeQgAAAAyCgACUQEBAAAAKHkIAAAAMgqQAZsAAQAAAIh5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SBx2QJEfdk8VZpcEAAAALQEBAAQAAADwAQAACAAAADIKAALkAQEAAABpeQgAAAAyCgACHQABAAAAWXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCXTxVmlwAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)и фактических значений![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAQAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIHHZAkR92vA9mAAQAAAAtAQAACAAAADIKAAIdAAEAAABZeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBQ4BIAeUgcdkCRH3a8D2YABAAAAC0BAQAEAAAA8AEAAAgAAAAyCpEBmwABAAAAiHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAvA9mAAAACgA4AIoBAAAAAAAAAABs4hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)некоторых наблюдений

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.2) |

Обозначим ![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAICCQAAAACzXQEACQAAA7MAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTAG4ABQAAABMCUwBbARwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUgcdkCRH3ZUG2YjBAAAAC0BAQAIAAAAMgrAAR0AAQAAAFl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAFQbZiMAAAoAOACKAQAAAAD/////2PISAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) – среднее значение модельных и фактических наблюдений, которые по свойству линейной регрессии равны

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.3) |

Известно, что сумма квадратов отклонений исследуемых наблюдений *Y(i)* от среднего значения![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAICCQAAAACzXQEACQAAA7MAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTAG4ABQAAABMCUwBbARwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgcdkCRH3aTGWaeBAAAAC0BAQAIAAAAMgrAAR0AAQAAAFl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAJMZZp4AAAoAOACKAQAAAAD/////MPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)складывается из суммы квадратов отклонений модельных значений![](data:image/x-wmf;base64,183GmgAAAAAAAEADwAIACQAAAACRXwEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8AAwAAagIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIHHZAkR92aQpmQwQAAAAtAQAACAAAADIKAAJwAgEAAAApeQgAAAAyCgACUQEBAAAAKHkIAAAAMgqRAZsAAQAAAIh5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFDgEgB5SBx2QJEfdmkKZkMEAAAALQEBAAQAAADwAQAACAAAADIKAALkAQEAAABpeQgAAAAyCgACHQABAAAAWXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBDaQpmQwAACgA4AIoBAAAAAAAAAABs4hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)от![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAICCQAAAACzXQEACQAAA7MAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTAG4ABQAAABMCUwBbARwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgcdkCRH3aTGWaeBAAAAC0BAQAIAAAAMgrAAR0AAQAAAFl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAJMZZp4AAAoAOACKAQAAAAD/////MPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) и суммы квадратов ошибок регрессии [15], определенной в выражении (2.1.3.2). Таким образом имеет место соотношение

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.4) |

Выразим ошибку регрессии![](data:image/x-wmf;base64,183GmgAAAAAAAIALYAQBCQAAAADwUQEACQAAA/UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYASACxIAAAAmBg8AGgD/////AAAQAAAAwP///6H///9ACwAAAQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdt8XCjcAHx0AFPESAHlIHHZAkR92WBpmfAQAAAAtAQAACAAAADIK6QI3AAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2yhEKTeAfHQAU8RIAeUgcdkCRH3ZYGmZ8BAAAAC0BAQAEAAAA8AEAAAgAAAAyCv8DwwABAAAAPXkcAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdt8XCjgAHx0AFPESAHlIHHZAkR92WBpmfAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAssFAQAAAC15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SBx2QJEfdlgaZnwEAAAALQEBAAQAAADwAQAACAAAADIKCgGXAAEAAABNeQgAAAAyCv8DcwABAAAAaXkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92WBpmfAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAs4IAQAAAGl5CAAAADIKoAIHBwEAAABZeQgAAAAyCqACSQQBAAAAaXkIAAAAMgqgAoICAQAAAFl5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SBx2QJEfdlgaZnwEAAAALQEBAAQAAADwAQAACAAAADIK/wMyAQEAAAAxeQgAAAAyCtcBnwoBAAAAMnkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92WBpmfAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAloJAgAAACkpCAAAADIKoAI7CAEAAAAoKQgAAAAyCjEChQcBAAAAiCkIAAAAMgqgAtUEAQAAACkpCAAAADIKoAK2AwEAAAAoKQgAAAAyCqAC/QEBAAAAKCkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQB8WBpmfAAACgA4AIoBAAAAAAEAAAAw8xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) и получим

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  | (2.1.3.5) |

Величина

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.6) |

называется квадратом множественного коэффициента корреляции. Иногда данный коэффициент называются коэффициентом детерминации. Стоит обратить внимание на то, что при Y(i)=const для i={1,2,3,…} знаменатель *R2* обращается в ноль. Однако по свойству регрессии, для такого случая модельные значения также будут постоянными![](data:image/x-wmf;base64,183GmgAAAAAAAAALwAIACQAAAADRVwEACQAAAy8BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIACxIAAAAmBg8AGgD/////AAAQAAAAwP///6r////ACgAAagIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR92TRdmFAQAAAAtAQAACgAAADIKAAL+BgUAAABjb25zdAAIAAAAMgoAAisEAQAAAGlvCAAAADIKAALkAQEAAABpbwgAAAAyCgACHQABAAAAWW8cAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdocaCi9gH2gAvPASAHlIHHZAkR92TRdmFAQAAAAtAQEABAAAAPABAAAIAAAAMgoAAq0FAQAAAD1vHAAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SBx2QJEfdk0XZhQEAAAALQEAAAQAAADwAQEACAAAADIKAAK3BAEAAAApbwgAAAAyCgACmAMBAAAAKG8IAAAAMgoAAnACAgAAACksCAAAADIKAAJRAQEAAAAoLAgAAAAyCpEBmwABAAAAiCwKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAUTRdmFAAACgA4AIoBAAAAAAEAAADY8hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) для i={1,2,3,…} знаменатель *R2* =1.

Известно, что на практике такой случай невозможен, в связи с тем, что значения *Y(i)*, как правило, являются результатами измерений.

Преобразовав (2.15) получим выражение

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.7) |

При этом сумма квадратов отклонений исследуемых наблюдений![](data:image/x-wmf;base64,183GmgAAAAAAAEADQAIACQAAAAARXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92WBpmnwQAAAAtAQAACAAAADIKgAFwAgEAAAApeQgAAAAyCoABUQEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92WBpmnwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAeQBAQAAAGl5CAAAADIKgAEdAAEAAABZeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAJ9YGmafAAAKADgAigEAAAAAAAAAADDzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)от среднего значения![](data:image/x-wmf;base64,183GmgAAAAAAAEADwAIACQAAAACRXwEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8AAwAAagIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR927QxmIAQAAAAtAQAACAAAADIKAAJwAgEAAAApeQgAAAAyCgACUQEBAAAAKHkIAAAAMgqRAZsAAQAAAIh5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SBx2QJEfdu0MZiAEAAAALQEBAAQAAADwAQAACAAAADIKAALkAQEAAABpeQgAAAAyCgACHQABAAAAWXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAg7QxmIAAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)является величиной неизменной и характеризует свойство наблюдаемого процесса. Таким образом, из равенства (2.1.3.7) очевидно, что при![](data:image/x-wmf;base64,183GmgAAAAAAAIAQwAIACQAAAABRTAEACQAAA3ABAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKAEBIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9AEAAAdAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92kxtmcQQAAAAtAQAACAAAADIKwAHkDwEAAAAueQkAAAAyCsABCg0DAAAAbWluZQkAAAAyCsABkgQEAAAAbWF4LBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgcdkCRH3aTG2ZxBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvcAfgEBAAAAMmEcAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdn8OCtyIuyMAFPESAHlIHHZAkR92kxtmcQQAAAAtAQAABAAAAPABAQAIAAAAMgrAAfUKAQAAAK5hCAAAADIKwAF9AgEAAACuYRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgcdkCRH3aTG2ZxBAAAAC0BAQAEAAAA8AEAAAkAAAAyCjACKwkDAAAAcmVnLBwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgcdkCRH3aTG2ZxBAAAAC0BAAAEAAAA8AEBAAgAAAAyCsABMAgBAAAAU2UIAAAAMgrAAUcAAQAAAFJlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AcZMbZnEAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

Далее рассмотрим коэффициент линейной корреляции Пирсона *ρ*, определяемый выражением

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.8) |

Связь двух рассматриваемых коэффициентов имеет следующий вид![](data:image/x-wmf;base64,183GmgAAAAAAAOAJwAIBCQAAAAAwVQEACQAAA30BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6v///+gCQAAawIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92KhBmHgQAAAAtAQAACAAAADIKNwEfCQEAAAAyeQgAAAAyCjcBfQEBAAAAMnkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92KhBmHgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAo0FAQAAACl5CAAAADIKAALZAwEAAAAseQgAAAAyCpABKgMBAAAAiHkIAAAAMgoAAicCAQAAACh5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SBx2QJEfdioQZh4EAAAALQEAAAQAAADwAQEACAAAADIKAALpBwEAAABSeQgAAAAyCgACWQQBAAAAWXkIAAAAMgoAAqwCAQAAAFl5HAAAAPsCQP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbWDwqqmCcvABTxEgB5SBx2QJEfdioQZh4EAAAALQEBAAQAAADwAQAACAAAADIKAAKDBgEAAAA9ABwAAAD7AkD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2sQsKilgnLwAU8RIAeUgcdkCRH3YqEGYeBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACRwABAAAAcnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAeKhBmHgAACgA4AIoBAAAAAAEAAAAw8xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.9) |

Таким образом, известно, что модуль величины![](data:image/x-wmf;base64,183GmgAAAAAAAGAHwAIACQAAAACxWwEACQAAAyUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6v///8gBwAAawIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT138BJmVQQAAAAtAQAACAAAADIKAAKDBgEAAAApeQgAAAAyCgACPAQCAAAAKSwIAAAAMgoAAh4DAQAAACgsCAAAADIKkAFoAgEAAACILAgAAAAyCgACZQEBAAAAKCwcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT138BJmVQQAAAAtAQEABAAAAPABAAAIAAAAMgoAAk8FAQAAAFksCAAAADIKAAKxAwEAAABpLAgAAAAyCgAC6gEBAAAAWSwcAAAA+wJA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd6sKCjawHhoAFPESAHlIOndAkT138BJmVQQAAAAtAQAABAAAAPABAQAIAAAAMgoAAkcAAQAAAHIsCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AVfASZlUAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)равен модулю величины *R*, а, следовательно, можно сформулировать следующее свойство

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.10) |

Вернемся к исследуемым выборкам временного ряда. Пусть дан временной ряд![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR92zBpm/wQAAAAtAQAACAAAADIK9wB3AQEAAABUeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUgcdkCRH3bMGmb/BAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABQAABAAAAWnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR92zBpm/wQAAAAtAQAABAAAAPABAQAIAAAAMgowAkYBAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A/8waZv8AAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), для некоторой выборки![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAICCQAAAAAzXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR92zgxmrQQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACWAEBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR92zgxmrQQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Arc4MZq0AAAoAOACKAQAAAAAAAAAA2PISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), принадлежащей данному временному ряду, определим все значения![](data:image/x-wmf;base64,183GmgAAAAAAAAAIgAIBCQAAAACQVAEACQAAA3UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///7T////ABwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHHZAkR92UxZmzQQAAAAtAQAACAAAADIKwAEfBwEAAAApeQgAAAAyCsABuwQBAAAALHkIAAAAMgrAAX8CAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SBx2QJEfdlMWZs0EAAAALQEBAAQAAADwAQAACAAAADIKMAJ1BgEAAAAweQgAAAAyCjACKQQBAAAAMXkcAAAA+wJA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAduATCga4Jy8AFPESAHlIHHZAkR92UxZmzQQAAAAtAQAABAAAAPABAQAIAAAAMgrAATQFAQAAAGF5CAAAADIKwAH9AgEAAABheRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgcdkCRH3ZTFmbNBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvcAZQEBAAAATXkIAAAAMgowAjsBAQAAAGt5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SBx2QJEfdlMWZs0EAAAALQEAAAQAAADwAQEACAAAADIKwAFAAAEAAABTeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAM1TFmbNAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)для k = {1,2,...,t-1}, M = const. Далее, во множестве значений найдем минимальное

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.11) |

Согласно свойству (2.1.3.10) минимум ошибки регрессии![](data:image/x-wmf;base64,183GmgAAAAAAAIADgAICCQAAAAATXwEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9AAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR92yRlmgwQAAAAtAQAACAAAADIK9wBlAQEAAABNeQgAAAAyCjACOwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIHHZAkR92yRlmgwQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFN5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SBx2QJEfdskZZoMEAAAALQEAAAQAAADwAQEACQAAADIKMALUAQMAAABtaW5lCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ag8kZZoMAAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)соответствует максимуму модуля коэффициента линейной корреляции (2.1.3.8). То есть если для k = {1,2,...,t-1} и M = const определить множество значений модуля корреляции

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.12) |

а после определить максимальное значение полученного множества

|  |  |  |
| --- | --- | --- |
|  |  | (2.1.3.13) |

где задержка ![](data:image/x-wmf;base64,183GmgAAAAAAAMACYAIBCQAAAACwXgEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIgnZAkYV2EQ5magQAAAAtAQAACQAAADIKEAIdAQMAAABtaW5lHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SIJ2QJGFdhEOZmoEAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABraQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAGoRDmZqAAAKADgAigEAAAAAAAAAANjyEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) из выражения (2.1.3.11) и задержка ![](data:image/x-wmf;base64,183GmgAAAAAAAOACYAIBCQAAAACQXgEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIgnZAkYV2WQpmGgQAAAAtAQAACQAAADIKEAIdAQMAAABtYXhlHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SIJ2QJGFdlkKZhoEAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABrYQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABpZCmYaAAAKADgAigEAAAAAAAAAANjyEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) из выражения (2.1.3.13) будут равны между собой, т. е. ![](data:image/x-wmf;base64,183GmgAAAAAAAMACYAIBCQAAAACwXgEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIgnZAkYV2EgdmhgQAAAAtAQAACQAAADIKEAIdAQMAAABtaW5lHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SIJ2QJGFdhIHZoYEAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABraQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAIYSB2aGAAAKADgAigEAAAAAAAAAADDzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) = ![](data:image/x-wmf;base64,183GmgAAAAAAAOACYAIBCQAAAACQXgEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIgnZAkYV2wg1mvAQAAAAtAQAACQAAADIKEAIdAQMAAABtYXhlHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SIJ2QJGFdsINZrwEAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABrYQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtALzCDWa8AAAKADgAigEAAAAAAAAAADDzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Проведенные расчеты подтверждают данное утверждение.

Определенную в (2.1.3.11) и (2.1.3.13) задержку, соответствующую минимуму ошибки регрессии![](data:image/x-wmf;base64,183GmgAAAAAAAIADgAICCQAAAAATXwEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9AAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT137xtmegQAAAAtAQAACAAAADIK9wBlAQEAAABNeQgAAAAyCjACOwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT137xtmegQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFN5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d+8bZnoEAAAALQEAAAQAAADwAQEACQAAADIKMALUAQMAAABtaW5lCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Aeu8bZnoAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)и максимуму модуля корреляции![](data:image/x-wmf;base64,183GmgAAAAAAAMADgAIBCQAAAABQXwEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///+AAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13mQ5mKgQAAAAtAQAACAAAADIK9wCBAQEAAABNeQgAAAAyCjACWwEBAAAAa3kcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13mQ5mKgQAAAAtAQEABAAAAPABAAAJAAAAMgowAvQBAwAAAG1heGUcAAAA+wJA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd80bCskYJzMAFPESAHlIOndAkT13mQ5mKgQAAAAtAQAABAAAAPABAQAIAAAAMgrAAUcAAQAAAHJhCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AKpkOZioAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)обозначим, а выборку![](data:image/x-wmf;base64,183GmgAAAAAAAKAEgAIBCQAAAAAwWAEACQAAAzIBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gBAAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT130xtmqAQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACNwIBAAAAa3kIAAAAMgowAlgBAQAAAHR5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d9MbZqgEAAAALQEBAAQAAADwAQAACAAAADIKwAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXfTG2aoBAAAAC0BAAAEAAAA8AEBAAkAAAAyCjAC0AIDAAAAbWF4ZRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3wBoKTJgnMwAU8RIAeUg6d0CRPXfTG2aoBAAAAC0BAQAEAAAA8AEAAAgAAAAyCjACrwEBAAAALWEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCo0xtmqAAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)назовем выборкой максимального подобия (most similar pattern). Выборка максимального подобия![](data:image/x-wmf;base64,183GmgAAAAAAAKAEgAIBCQAAAAAwWAEACQAAAzIBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gBAAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13wxtmIAQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACNwIBAAAAa3kIAAAAMgowAlgBAQAAAHR5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SDp3QJE9d8MbZiAEAAAALQEBAAQAAADwAQAACAAAADIKwAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUg6d0CRPXfDG2YgBAAAAC0BAAAEAAAA8AEBAAkAAAAyCjAC0AIDAAAAbWF4ZRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB30RsKEVgnMwC88BIAeUg6d0CRPXfDG2YgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCjACrwEBAAAALWEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAgwxtmIAAACgA4AIoBAAAAAAAAAADY8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)является выборкой, которая при подстановке в уравнение (2.1.3.10), дает в результате значения выборки![](data:image/x-wmf;base64,183GmgAAAAAAAKACwAIBCQAAAABwXgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9gAgAAagIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT133gZmWwQAAAAtAQAACAAAADIKNwGIAQEAAABNeQgAAAAyCnACWAEBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT133gZmWwQAAAAtAQEABAAAAPABAAAIAAAAMgoAAkAAAQAAAFp5HAAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SDp3QJE9d94GZlsEAAAALQEAAAQAAADwAQEACAAAADIKkQGpAAEAAACIeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFveBmZbAAAKADgAigEAAAAAAQAAANjyEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), которая максимально точно описывает исходную выборку![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAICCQAAAAAzXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT131RtmoAQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACWAEBAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT131RtmoAQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AoNUbZqAAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

При реализации вычислений для определения выборки максимального подобия![](data:image/x-wmf;base64,183GmgAAAAAAAKAEgAIBCQAAAAAwWAEACQAAAzIBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gBAAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13/xtm6QQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACNwIBAAAAa3kIAAAAMgowAlgBAQAAAHR5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d/8bZukEAAAALQEBAAQAAADwAQAACAAAADIKwAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXf/G2bpBAAAAC0BAAAEAAAA8AEBAAkAAAAyCjAC0AIDAAAAbWF4ZRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3BRwKkhgnMwAU8RIAeUg6d0CRPXf/G2bpBAAAAC0BAQAEAAAA8AEAAAgAAAAyCjACrwEBAAAALWEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDp/xtm6QAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) можно использовать как значения ошибки![](data:image/x-wmf;base64,183GmgAAAAAAAIACgAICCQAAAAATXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9AAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13xhtmPgQAAAAtAQAACAAAADIK9wBlAQEAAABNeQgAAAAyCjACOwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13xhtmPgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0APsYbZj4AAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), так и значения модуля корреляции![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAICCQAAAAAzXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13zBpmgAQAAAAtAQAACAAAADIK9wCBAQEAAABNeQgAAAAyCjACWwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd6YbCsf4JjMAFPESAHlIOndAkT13zBpmgAQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUcAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AgMwaZoAAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

# **Применение нейронных сетей для нахождения максимального значения линейной корреляции Пирсона**

В разделе 2.1.3 было сформулировано следующее свойство (2.1.3.10), из чего следует, что для того чтобы ошибка регрессии была минимальной, нам необходимо получить максимальное значение коэффициента линейной регрессии Пирсона. Анализируя коэффициент линейной корреляции Пирсона *ρ*, определяемый выражением (2.1.3.8).

Мы можем сделать вывод, что для нахождения максимального значения коэффициента *ρ=1,*  нам необходимо найти такие значения ![](data:image/x-wmf;base64,183GmgAAAAAAAKADQAIACQAAAADxXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIOndAkT13OQ9mrAQAAAAtAQAACAAAADIKgAHZAgEAAAApeQgAAAAyCoABugEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIOndAkT13OQ9mrAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAU0CAQAAAGl5CAAAADIKgAFcAAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAKw5D2asAAAKADgAigEAAAAAAAAAAGziEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA7MAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTAJAABQAAABMCUwChARwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBQ4BIAeUg6d0CRPXfcC2YcBAAAAC0BAQAIAAAAMgrAAVwAAQAAAFh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AANwLZhwAAAoAOACKAQAAAAD/////bOISAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) и ![](data:image/x-wmf;base64,183GmgAAAAAAACAFgAIBCQAAAACwWQEACQAAA/cAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gBAAANQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTANMDBQAAABMCUwDBBBwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXdwDGYbBAAAAC0BAQAIAAAAMgrAAYMDAQAAAFl5CAAAADIKwAHkAQEAAABpeQgAAAAyCsABHQABAAAAWXkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13cAxmGwQAAAAtAQIABAAAAPABAQAIAAAAMgrAAXACAgAAACksCAAAADIKwAFRAQEAAAAoLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABtwDGYbAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA)из временного ряда, чтобы выполнялось равенство

|  |  |  |
| --- | --- | --- |
|  |  | (2.2.1) |

На основании полученных результатов в главе 1, делаем вывод, что для нахождения значений коэффициентов ![](data:image/x-wmf;base64,183GmgAAAAAAAKADQAIACQAAAADxXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIOndAkT13OQ9mrAQAAAAtAQAACAAAADIKgAHZAgEAAAApeQgAAAAyCoABugEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIOndAkT13OQ9mrAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAU0CAQAAAGl5CAAAADIKgAFcAAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAKw5D2asAAAKADgAigEAAAAAAAAAAGziEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA),![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA7MAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTAJAABQAAABMCUwChARwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBQ4BIAeUg6d0CRPXfcC2YcBAAAAC0BAQAIAAAAMgrAAVwAAQAAAFh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AANwLZhwAAAoAOACKAQAAAAD/////bOISAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) и ![](data:image/x-wmf;base64,183GmgAAAAAAACAFgAIBCQAAAACwWQEACQAAA/cAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gBAAANQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTANMDBQAAABMCUwDBBBwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXdwDGYbBAAAAC0BAQAIAAAAMgrAAYMDAQAAAFl5CAAAADIKwAHkAQEAAABpeQgAAAAyCsABHQABAAAAWXkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13cAxmGwQAAAAtAQIABAAAAPABAQAIAAAAMgrAAXACAgAAACksCAAAADIKwAFRAQEAAAAoLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABtwDGYbAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA)из временного ряда, лучше использовать нейросетевые модели.

В работе [5] описана модель многослойной нейронной сети, обучение которой проводилось методом обратного распространения ошибки, которую можно применить для нахождения значений ![](data:image/x-wmf;base64,183GmgAAAAAAAKADQAIACQAAAADxXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIOndAkT13OQ9mrAQAAAAtAQAACAAAADIKgAHZAgEAAAApeQgAAAAyCoABugEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIOndAkT13OQ9mrAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAU0CAQAAAGl5CAAAADIKgAFcAAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAKw5D2asAAAKADgAigEAAAAAAAAAAGziEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA7MAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTAJAABQAAABMCUwChARwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBQ4BIAeUg6d0CRPXfcC2YcBAAAAC0BAQAIAAAAMgrAAVwAAQAAAFh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AANwLZhwAAAoAOACKAQAAAAD/////bOISAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) и ![](data:image/x-wmf;base64,183GmgAAAAAAACAFgAIBCQAAAACwWQEACQAAA/cAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gBAAANQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTANMDBQAAABMCUwDBBBwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXdwDGYbBAAAAC0BAQAIAAAAMgrAAYMDAQAAAFl5CAAAADIKwAHkAQEAAABpeQgAAAAyCsABHQABAAAAWXkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13cAxmGwQAAAAtAQIABAAAAPABAQAIAAAAMgrAAXACAgAAACksCAAAADIKwAFRAQEAAAAoLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABtwDGYbAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA).

# **Описание модели**

Пусть дан исходный временной ряд![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13ZxhmqQQAAAAtAQAACAAAADIK9wB3AQEAAABUeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUg6d0CRPXdnGGapBAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABQAABAAAAWnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13ZxhmqQQAAAAtAQAABAAAAPABAQAIAAAAMgowAkYBAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AqWcYZqkAAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)и внешние факторы![](data:image/x-wmf;base64,183GmgAAAAAAAKAJwAIACQAAAABxVQEACQAAA68BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gCQAAdAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT138RpmRgQAAAAtAQAACAAAADIK9wDaCAEAAABQeQgAAAAyCvcApAcBAAAAVHkIAAAAMgowAu0HAQAAAFN5CAAAADIK9wD6AgEAAABQeQgAAAAyCvcAxAEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT138RpmRgQAAAAtAQEABAAAAPABAAAIAAAAMgrAATwGAQAAAFh5CAAAADIKwAFcAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3axsKBtBHHQC88BIAeUg6d0CRPXfxGmZGBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvcASAgBAAAAK3kIAAAAMgr3AGgCAQAAACsNHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SDp3QJE9d/EaZkYEAAAALQEBAAQAAADwAQAACAAAADIKMALMCAEAAAAxeQgAAAAyCjACgwgBAAAAKXkIAAAAMgowAogHAQAAACh5CAAAADIKMAKqAgEAAAAxeQgAAAAyCjACYQIBAAAAKXkIAAAAMgowAvEBAQAAADF5CAAAADIKMAKoAQEAAAAoeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUg6d0CRPXfxGmZGBAAAAC0BAAAEAAAA8AEBAAoAAAAyCsABvQMFAAAALC4uLiwACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ARvEaZkYAAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Для исходного временного ряда требуется определить значения![](data:image/x-wmf;base64,183GmgAAAAAAAAADgAICCQAAAACTXwEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7T////AAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13YBtmdgQAAAAtAQAACAAAADIK9wCLAQEAAABQeQgAAAAyCjACUQEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13YBtmdgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d2AbZnYEAAAALQEAAAQAAADwAQEACAAAADIKMAJoAgEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3ZxgKffBHHQAU8RIAeUg6d0CRPXdgG2Z2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCjAC9QEBAAAAK3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQB2YBtmdgAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), учитывая доступные значения![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13Lw5mvwQAAAAtAQAACAAAADIK9wB3AQEAAABUeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUg6d0CRPXcvDma/BAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABQAABAAAAWnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13Lw5mvwQAAAAtAQAABAAAAPABAQAIAAAAMgowAkYBAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Avy8OZr8AAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) и ![](data:image/x-wmf;base64,183GmgAAAAAAAKAJwAIACQAAAABxVQEACQAAA68BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gCQAAdAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13UBtmmQQAAAAtAQAACAAAADIK9wDaCAEAAABQeQgAAAAyCvcApAcBAAAAVHkIAAAAMgowAu0HAQAAAFN5CAAAADIK9wD6AgEAAABQeQgAAAAyCvcAxAEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13UBtmmQQAAAAtAQEABAAAAPABAAAIAAAAMgrAATwGAQAAAFh5CAAAADIKwAFcAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3TBsKOLBHHQAU8RIAeUg6d0CRPXdQG2aZBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvcASAgBAAAAK3kIAAAAMgr3AGgCAQAAACsEHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d1AbZpkEAAAALQEBAAQAAADwAQAACAAAADIKMALMCAEAAAAxeQgAAAAyCjACgwgBAAAAKXkIAAAAMgowAogHAQAAACh5CAAAADIKMAKqAgEAAAAxeQgAAAAyCjACYQIBAAAAKXkIAAAAMgowAvEBAQAAADF5CAAAADIKMAKoAQEAAAAoeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXdQG2aZBAAAAC0BAAAEAAAA8AEBAAoAAAAyCsABvQMFAAAALC4uLiwACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AmVAbZpkAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Используя свойство выборок, сформулированное в разделе 2.1.3, выразим выборку![](data:image/x-wmf;base64,183GmgAAAAAAAAADgAICCQAAAACTXwEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7T////AAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13YBtmdgQAAAAtAQAACAAAADIK9wCLAQEAAABQeQgAAAAyCjACUQEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13YBtmdgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d2AbZnYEAAAALQEAAAQAAADwAQEACAAAADIKMAJoAgEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3ZxgKffBHHQAU8RIAeUg6d0CRPXdgG2Z2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCjAC9QEBAAAAK3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQB2YBtmdgAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)через некоторую выборку![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQAACAAAADIK9wCLAQEAAABQeQgAAAAyCjACUQEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ayp0RZsoAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), лежащую внутри исходного временного ряда ![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13Lw5mvwQAAAAtAQAACAAAADIK9wB3AQEAAABUeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUg6d0CRPXcvDma/BAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABQAABAAAAWnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13Lw5mvwQAAAAtAQAABAAAAPABAQAIAAAAMgowAkYBAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Avy8OZr8AAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) и выборки ![](data:image/x-wmf;base64,183GmgAAAAAAAKAJwAIACQAAAABxVQEACQAAA68BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gCQAAdAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13UBtmmQQAAAAtAQAACAAAADIK9wDaCAEAAABQeQgAAAAyCvcApAcBAAAAVHkIAAAAMgowAu0HAQAAAFN5CAAAADIK9wD6AgEAAABQeQgAAAAyCvcAxAEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13UBtmmQQAAAAtAQEABAAAAPABAAAIAAAAMgrAATwGAQAAAFh5CAAAADIKwAFcAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3TBsKOLBHHQAU8RIAeUg6d0CRPXdQG2aZBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvcASAgBAAAAK3kIAAAAMgr3AGgCAQAAACsEHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d1AbZpkEAAAALQEBAAQAAADwAQAACAAAADIKMALMCAEAAAAxeQgAAAAyCjACgwgBAAAAKXkIAAAAMgowAogHAQAAACh5CAAAADIKMAKqAgEAAAAxeQgAAAAyCjACYQIBAAAAKXkIAAAAMgowAvEBAQAAADF5CAAAADIKMAKoAQEAAAAoeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXdQG2aZBAAAAC0BAAAEAAAA8AEBAAoAAAAyCsABvQMFAAAALC4uLiwACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AmVAbZpkAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)следующим образом

|  |  |  |
| --- | --- | --- |
|  |  | (2.3.1) |

Алгоритм определения выборки![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQAACAAAADIK9wCLAQEAAABQeQgAAAAyCjACUQEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ayp0RZsoAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)состоит из двух шагов.

1. Определение выборки![](data:image/x-wmf;base64,183GmgAAAAAAACAEgAIBCQAAAACwWAEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7T////gAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13HBtmrwQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACXwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13HBtmrwQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SDp3QJE9dxwbZq8EAAAALQEAAAQAAADwAQEACQAAADIKMAL4AQQAAABtYXgqCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ArxwbZq8AAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

2. Вычисление ![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQAACAAAADIK9wCLAQEAAABQeQgAAAAyCjACUQEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ayp0RZsoAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

Определение выборки![](data:image/x-wmf;base64,183GmgAAAAAAACAEgAIBCQAAAACwWAEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7T////gAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13EhxmzgQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACXwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13EhxmzgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9dxIcZs4EAAAALQEAAAQAAADwAQEACQAAADIKMAL4AQQAAABtYXgqCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzhIcZs4AAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). На данном шаге, как в случае экстраполяции без учета внешних факторов, для выборки![](data:image/x-wmf;base64,183GmgAAAAAAAIAEgAIBCQAAAAAQWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9ABAAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13zhhmRgQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACgAIBAAAATXkIAAAAMgowAlEBAQAAAFR5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d84YZkYEAAAALQEBAAQAAADwAQAACAAAADIKwAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXfOGGZGBAAAAC0BAAAEAAAA8AEBAAgAAAAyCjAC3QMBAAAAMXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdz4bCi+QNScAFPESAHlIOndAkT13zhhmRgQAAAAtAQEABAAAAPABAAAIAAAAMgowAmoDAQAAACt5CAAAADIKMAL1AQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAEbOGGZGAAAKADgAigEAAAAAAAAAADDzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA), содержащей значения процесса непосредственно перед моментом прогноза, находим выборку максимального подобия![](data:image/x-wmf;base64,183GmgAAAAAAACAEgAIBCQAAAACwWAEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7T////gAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13EhxmzgQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACXwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13EhxmzgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9dxIcZs4EAAAALQEAAAQAAADwAQEACQAAADIKMAL4AQQAAABtYXgqCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzhIcZs4AAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Поиск выборки максимального подобия осуществляем перебором всех возможных значений задержек *k = {1,2,...,T-M-1}*. Для каждого значения *k* из указанного диапазона решаем задачу аппроксимации, в результате которой определяем коэффициенты *αS+1,αS,...,α0*, соответствующие *k*. Далее для вычисленных коэффициентов определяем значение модельной выборки, на основании которых вычисляем значение ошибки регрессии![](data:image/x-wmf;base64,183GmgAAAAAAAIACgAICCQAAAAATXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9AAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13Bhtm0AQAAAAtAQAACAAAADIK9wBlAQEAAABNeQgAAAAyCjACOwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13Bhtm0AQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A0AYbZtAAAAoAOACKAQAAAAAAAAAA2PISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)(2.1.3.7). После того, как множество значений![](data:image/x-wmf;base64,183GmgAAAAAAAIACgAICCQAAAAATXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9AAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13xBZmnQQAAAAtAQAACAAAADIK9wBlAQEAAABNeQgAAAAyCjACOwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13xBZmnQQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AncQWZp0AAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)для *k = {1,2,...,T-M-1}* получено, определяем значение![](data:image/x-wmf;base64,183GmgAAAAAAAKADgAIBCQAAAAAwXwEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13zRZmHgQAAAAtAQAACAAAADIK9wBlAQEAAABNeQgAAAAyCjACOwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13zRZmHgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFN5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SDp3QJE9d80WZh4EAAAALQEAAAQAAADwAQEACQAAADIKMALUAQMAAABtYXhlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AHs0WZh4AAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)(2.1.3.11) и соответствующую выборку![](data:image/x-wmf;base64,183GmgAAAAAAAIAEgAIBCQAAAAAQWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9ABAAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13/htmtwQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACgAIBAAAATXkIAAAAMgowAlEBAQAAAFR5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d/4bZrcEAAAALQEBAAQAAADwAQAACAAAADIKwAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXf+G2a3BAAAAC0BAAAEAAAA8AEBAAgAAAAyCjAC3QMBAAAAMXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0UXCi/QNScAFPESAHlIOndAkT13/htmtwQAAAAtAQEABAAAAPABAAAIAAAAMgowAmoDAQAAACt5CAAAADIKMAL1AQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtALf+G2a3AAAKADgAigEAAAAAAAAAADDzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Как и ранее обозначим задержку *kmax\* = T-M+1-kmax*, а выборку максимального подобия![](data:image/x-wmf;base64,183GmgAAAAAAACAEgAIBCQAAAACwWAEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7T////gAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13ZwdmvwQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACXwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13ZwdmvwQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SDp3QJE9d2cHZr8EAAAALQEAAAQAAADwAQEACQAAADIKMAL4AQQAAABtYXgqCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Av2cHZr8AAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)(SimilarHistory).

Вычисление![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQAACAAAADIK9wCLAQEAAABQeQgAAAAyCjACUQEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ayp0RZsoAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=). Используем выборку![](data:image/x-wmf;base64,183GmgAAAAAAAKAFgAIBCQAAAAAwWQEACQAAAzIBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gBQAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13XxpmSgQAAAAtAQAACAAAADIK9wCLAQEAAABQeQgAAAAyCjACfwQBAAAATXkIAAAAMgowAl8BAQAAAGt5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d18aZkoEAAAALQEBAAQAAADwAQAACAAAADIKwAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3ORgKnZA1JwAU8RIAeUg6d0CRPXdfGmZKBAAAAC0BAAAEAAAA8AEBAAgAAAAyCjAC5QMBAAAAK3kcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13XxpmSgQAAAAtAQEABAAAAPABAAAJAAAAMgowAvgBBAAAAG1heCoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBKXxpmSgAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), то есть выборку, расположенную на оси времени сразу за выборкой максимального подобия. Для случая учета одного внешнего фактора положение выборок показано на рисунке 2 - Положение выборок на оси времени.
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Рисунок 2 – Положение выборок на оси времени

Для удобства назовем выборки следующим образом:

–выборка новой истории![](data:image/x-wmf;base64,183GmgAAAAAAAIAEgAIBCQAAAAAQWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9ABAAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13/htmtwQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACgAIBAAAATXkIAAAAMgowAlEBAQAAAFR5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d/4bZrcEAAAALQEBAAQAAADwAQAACAAAADIKwAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXf+G2a3BAAAAC0BAAAEAAAA8AEBAAgAAAAyCjAC3QMBAAAAMXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0UXCi/QNScAFPESAHlIOndAkT13/htmtwQAAAAtAQEABAAAAPABAAAIAAAAMgowAmoDAQAAACt5CAAAADIKMAL1AQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtALf+G2a3AAAKADgAigEAAAAAAAAAADDzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)(NewHistory);

–выборка максимального подобия![](data:image/x-wmf;base64,183GmgAAAAAAACAEgAIBCQAAAACwWAEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7T////gAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13GBxmSgQAAAAtAQAACAAAADIK9wCIAQEAAABNeQgAAAAyCjACXwEBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIOndAkT13GBxmSgQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SDp3QJE9dxgcZkoEAAAALQEAAAQAAADwAQEACQAAADIKMAL4AQQAAABtYXgqCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AShgcZkoAAAoAOACKAQAAAAABAAAA2PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)(SimilarHistory);

–выборка базовой истории![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAgAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQAACAAAADIK9wCLAQEAAABQeQgAAAAyCjACUQEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13nRFmygQAAAAtAQEABAAAAPABAAAIAAAAMgrAAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ayp0RZsoAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)(BaseHistory);

–выборка истории внешнего фактора![](data:image/x-wmf;base64,183GmgAAAAAAAMAEgAIBCQAAAABQWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALABBIAAAAmBg8AGgD/////AAAQAAAAwP///7T///+ABAAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13Sg1m0wQAAAAtAQAACAAAADIK9wDVAQEAAABNeQgAAAAyCjACzQIBAAAATXkIAAAAMgowAp4BAQAAAFR5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d0oNZtMEAAAALQEBAAQAAADwAQAACAAAADIKwAFcAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXdKDWbTBAAAAC0BAAAEAAAA8AEBAAgAAAAyCjACKgQBAAAAMXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAd/caCoewNScAFPESAHlIOndAkT13Sg1m0wQAAAAtAQEABAAAAPABAAAIAAAAMgowArcDAQAAACt5CAAAADIKMAJCAgEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtANNKDWbTAAAKADgAigEAAAAAAAAAADDzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)(FactorHistory);

–выборка прогноза внешнего фактора![](data:image/x-wmf;base64,183GmgAAAAAAAGADgAIBCQAAAADwXwEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13hRtmIwQAAAAtAQAACAAAADIK9wDYAQEAAABQeQgAAAAyCjACngEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13hRtmIwQAAAAtAQEABAAAAPABAAAIAAAAMgrAAVwAAQAAAFh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9d4UbZiMEAAAALQEAAAQAAADwAQEACAAAADIKMAK1AgEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB36BYKMJA1JwAU8RIAeUg6d0CRPXeFG2YjBAAAAC0BAQAEAAAA8AEAAAgAAAAyCjACQgIBAAAAK3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAjhRtmIwAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)(FactorForecast).

Экстраполированные значения выборки![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAMBCQAAAADQXgEACQAAA1UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAPAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+AAwAAqgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13JBtmjgQAAAAtAQAACAAAADIKcAL3AgEAAABweQgAAAAyCnACUQEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13JBtmjgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAkAAAQAAAFp5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SDp3QJE9dyQbZo4EAAAALQEAAAQAAADwAQEACAAAADIKcAJoAgEAAAAxeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXckG2aOBAAAAC0BAQAEAAAA8AEAAAgAAAAyCpEBqQABAAAAiHkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdyEcCj2wNScAFPESAHlIOndAkT13JBtmjgQAAAAtAQAABAAAAPABAQAIAAAAMgpwAvUBAQAAACt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AjiQbZo4AAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)(Forecast) определяем по формуле

|  |  |  |
| --- | --- | --- |
|  |  | (2.3.2) |

которая представляет собой расширенную модель экстраполяции временных рядов по выборке максимального подобия (extrapolation model on most similar pattern extended, далее EMMSPX).

Таким образом, по свойству процессов учет внешних факторов необходим в соответствующий момент времени. В случае, если отсутствуют значения внешних факторов на будущий период, а именно, значения выборок![](data:image/x-wmf;base64,183GmgAAAAAAAEALwAIACQAAAACRVwEACQAAA68BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAJACxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8ACwAAdAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13zBZmLwQAAAAtAQAACAAAADIK9wBZCAEAAABQeQgAAAAyCjACeAkBAAAAVHkIAAAAMgowAo4IAQAAAFN5CAAAADIK9wDYAQEAAABQeQgAAAAyCjACtQIBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13zBZmLwQAAAAtAQEABAAAAPABAAAIAAAAMgrAAd0GAQAAAFh5CAAAADIKwAFcAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUg6d0CRPXfMFmYvBAAAAC0BAAAEAAAA8AEBAAgAAAAyCjACjwoBAAAAMXkIAAAAMgowAiQJAQAAACl5CAAAADIKMAIpCAEAAAAoeQgAAAAyCjACzAMBAAAAMXkIAAAAMgowAmECAQAAACl5CAAAADIKMALxAQEAAAAxeQgAAAAyCjACqAEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIOndAkT13zBZmLwQAAAAtAQEABAAAAPABAAAKAAAAMgrAAV4EBQAAACwuLi4sABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3CQ0K93g/KwAU8RIAeUg6d0CRPXfMFmYvBAAAAC0BAAAEAAAA8AEBAAgAAAAyCjACHAoBAAAAKy4IAAAAMgowAlkDAQAAACsuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AL8wWZi8AAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), то необходимо или спрогнозировать прежде внешние факторы, а потом исследуемый основной процесс, либо удалить внешние факторы из модели. В случае прогноза урожайности часто в качестве внешнего фактора используется прогноз температуры окружающей среды, формируемый Гидрометцентром России. Таким образом, по свойству данных процессов учет температуры при прогнозе энергопотребления должен производиться в соответствующие моменты времени.

В завершении данного раздела необходимо отметить особенности EMMSPX:

–модель относится к классу авторегрессионных моделей прогнозирования, учитывающих дискретные внешние факторы;

–модель может учитывать несколько дискретных внешних факторов;

–модель эффективно работает с неравноотстоящими временными рядами;

–модель работает со стационарными и нестационарными временными рядами;

–модель имеет один параметр *M*, определение которого подробно рассмотрено в третьей главе диссертации;

–экстраполяция *P* значений временного ряда производится за одну итерацию.

# **Варианты моделей по выборке максимального подобия**

Модель (2.3.2) можно разделить на две части – модель авторегрессии и модель внешнего фактора

|  |  |  |
| --- | --- | --- |
|  |  | (2.4.1) |

Согласно работе [46],[48], модель авторегрессии и модель внешнего фактора могут быть модифицированы с целью повышения точности прогнозирования.

Авторегрессионная EMMSP со множеством выборок. Прогнозные значения![](data:image/x-wmf;base64,183GmgAAAAAAAAADwAIBCQAAAADQXwEACQAAA1UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r////AAgAAagIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIOndAkT13QBdm+gQAAAAtAQAACAAAADIKNwF/AQEAAABQeQgAAAAyCnACRQEBAAAAVHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOASAHlIOndAkT13QBdm+gQAAAAtAQEABAAAAPABAAAIAAAAMgoAAkAAAQAAAFp5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFDgEgB5SDp3QJE9d0AXZvoEAAAALQEAAAQAAADwAQEACAAAADIKcAJcAgEAAAAxeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBQ4BIAeUg6d0CRPXdAF2b6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCpEBqQABAAAAiHkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdwoMCqxQKGsAUOASAHlIOndAkT13QBdm+gQAAAAtAQAABAAAAPABAQAIAAAAMgpwAukBAQAAACt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A+kAXZvoAAAoAOACKAQAAAAABAAAAbOISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) вычисляются как линейная комбинация нескольких выборок базовой истории с различными задержками

|  |  |  |
| --- | --- | --- |
|  |  | (2.4.2) |
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|  |  |  |
| --- | --- | --- |
|  |  | (2.4.3) |

Однако не исключено, то в ряде задач полезным будет использование трех-четырех выборок. Данная модель (2.4.3) применялась для прогнозирования временных рядов урожайности картофеля.

Авторегрессионная EMMSP с использованием q-той степени значений выборок. Модель прогнозирования представляет собой линейную комбинацию степеней выборки максимального подобия

|  |  |  |
| --- | --- | --- |
|  |  | (2.4.4) |
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|  |  |  |
| --- | --- | --- |
|  |  | (2.4.5) |

В рамках диссертационной работы проводились исследования эффективности повышения степени выборки максимального подобия, которые показали, что точность прогнозирования для некоторых временных рядов повышается при использовании второй степени, то есть модели

|  |  |  |
| --- | --- | --- |
|  |  | (2.4.6) |

Дальнейшее увеличение степени выборки максимального подобия эффективности модели не повышает.

EMMSPX с использованием q-той степени значений внешних факторов. В случае доступности данных лишь по одному внешнему фактору возможна модификация модели аналогично (2.4.4)

|  |  |  |
| --- | --- | --- |
|  |  | (2.4.7) |

При этом значения выборки определяются как n-ные степени значений внешнего фактора (2.4.5).

Важно отметить, что при построении моделей (2.4.2) – (2.4.7) применяется единообразный подход к анализу и проектированию моделей, описанный в разделе 2.2. настоящей работы.

Ограничения применимости модели экстраполяции временных рядов по выборке максимального подобия. Предложенные в настоящей главе модели EMMSP и EMMSPX могут применяться для прогнозирования временных рядов на значений вперед при выполнении набора условий.

1. Длина временного ряда составляет не менее *500 P - 700 P*.Временной ряд равноотстоящий; в случае неравноотстоящего временного

ряда применение модели возможно только при условии, что его равноотстоящие отрезки должны быть содержать не менее, чем *100 P - 150 P* отсчетов.

1. Временной ряд относится к классу временных рядов с длинной памятью.

Задача прогнозирования на *P* значений вперед относится к классу краткосрочного или среднесрочного прогнозирования данного типа временного ряда. Не рекомендуется использовать разработанную модель для долгосрочного прогнозирования.

1. В случае учета набора дискретных внешних факторов, их временное разрешение должно быть приведено к разрешению исходного временного ряда. Длина исходного временного ряда и временных рядов внешних факторов может не совпадать [50].

# **2.5. Выводы**

1) В настоящей главе предложены модели экстраполяции временных рядов по выборке максимального подобия с учетом и без учета внешних факторов.

2) Предложенные модели относятся к классу авторегрессионных моделей прогнозирования и обладают всеми достоинствами, характерными для данного класса.

3) Предложенные модели устраняют существенный недостаток указанного класса – большое число свободных параметров, требующих идентификации. Обе модели экстраполяции по выборке максимального подобия имеют единственный параметр.

4) Разработаны варианты моделей по выборке максимального подобия, использование которых может приводить к повышению точности прогнозирования временного ряда.

# **Многослойный персептрон**

# **Структура**

Обычно сеть состоит из множества сенсорных элементов (входных узлов или узлов источника), которые образуют входной слой, одного или нескольких скрытых слоев вычислительных нейронов и одного выходного слоя нейронов. Входной сигнал распространяется по сети в прямом направлении, от слоя к слою. Такие сети обычно называют многослойными персептронами. Они представляют собой обобщение однослойного персептрона рассмотренного, в работе.

Многослойные персептроны успешно применяются для решения разнообразных сложных задач. При этом обучение с учителем выполняется с помощью такого популярного алгоритма, как алгоритм обратного распространения ошибки. Этот алгоритм основывается на коррекции ошибок. Его можно рассматривать как обобщение столь же популярного алгоритма адаптивной фильтрации-алгоритма минимизации среднеквадратичной ошибки [2].

Обучение методом обратного распространения ошибки предполагает два прохода по всем слоям сети: прямого и обратного. При прямом проходе образ (входной вектор) подается на сенсорные узлы сети, после чего распространяется по сети от слоя к слою. В результате генерируется набор выходных сигналов, который и является фактической реакцией сети на данный входной образ. Во время прямого прохода все синоптические веса фиксированы. Во время обратного прохода все синоптические веса настраиваются в соответствии с правилом коррекции ошибок, а именно фактический выход сети вычитается из желаемого(целевого) отклика, в результате чего формируется сигнал ошибки. Этот сигнал впоследствии распространяется по сети в направлении, обратном направлению синоптических связей. Отсюда и название – алгоритм обратного распространения ошибки. Синоптические веса настраиваются с целью максимального приближения выходного сигнала сети к желаемому в статистическом смысле. Алгоритм обратного распространения ошибки в литературе иногда называют упрощённо – алгоритмом обратного распространения. Процесс обучения, реализуемый этим алгоритмом, называется обучением на основе обратного распространения.

Многослойные персептроны имеют три отличительных признаки

1. Каждый нейрон сети имеет нелинейную функцию активации. Важно подчеркнуть, что данная нелинейная функция является гладкой (т.е. всюду дифференцируемой) [8]. В отличие от жесткой пороговой функции, и используемой в персептроне Розенблатта. Самой популярной формой функции. Удовлетворяющей этому требованию, является сигмоидальная, определяемая логистической функцией

|  |  |  |
| --- | --- | --- |
|  |  | (3.1.1) |
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1. Сеть содержит один или несколько слоев скрытых нейронов, не являющийся частью входы или выхода сети. Эти нейроны позволяют сети обучаться решению сложных задач, последовательно извлекая наиболее важные признаки из входного образа (вектора).
2. Сеть владеет высокой степенью связности, реализуемой посредством синоптических соединений. Изменение уровня связности требует изменения множества синоптических соединений или их весовых коэффициентов.

Комбинация всех этих свойств наряду с способностью к обучению на собственном опыте обеспечивает вычислительную мощность многослойного персептрона. Однако эти же качества являются причиной неполноты современных знаний о поведении такого рода сетей. Во-первых, распределённая форма нелинейности и высокая связность сети существенно осложняют теоретический анализ многослойного персептрона. Во-вторых, наличие скрытых нейронов делает процесс обучения более трудным для визуализации. Именно в процессе обучения необходимо определить, какие признаки входного сигнала следует представлять скрытыми нейронами. Тогда процесс обучения становится еще более сложными, поскольку поиск должен выполняться в очень широкой области возможных функций, а выбор должен производиться среди альтернативных представлений входных образов.

Стандартная L - слойная сеть прямого распространения информации состоит из слоя входных элементов (будем считать, что он не включается в сеть в качестве самостоятельного слоя), (L-1) скрытых слоев и выходного слоя, соединенных последовательно в прямом направлении и не содержащих связей между элементами внутри слоя и обратных связей между слоями. На рисунке 3 – Типовая архитектура трехслойного персептрона, в качестве примера приведена структура трехслойной сети (трехслойного персептрона).

![http://www.21.net78.net/image/lessons/g2/r.2.2.jpg](data:image/jpeg;base64,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)

### Рисунок 3 Типовая архитектура трехслойного персептрона

В многослойных персептронах нейроны располагаются слоями. Обратные связи в них отсутствуют и информация передается лишь от входа к выходу. Они состоят из входного слоя, одного или более скрытых слоев (названных так, потому что они не имеют непосредственных связей с "внешним миром") и выходного слоя. Для обучения многослойных персептронов часто применяется алгоритм обучения с обратным распространением ошибки. Многослойные персептроны были предложены и исследованы в 1960-х годах Розенблаттом, Минским, Пейпертом и др. Они оказались весьма эффективными для решения разнообразных задач распознавания, управления и прогнозирования.

# **3.2 Архитектура сети**

**Тип входных сигналов:** целые или действительные.

**Тип выходных сигналов:** действительные из интервала, заданного функцией активации или выхода нейронов.

**Функция активации или выхода нейронов:** сигмоидальная (функция Ферми, гиперболический тангенс и другие).

Рассмотрим функцию **y = f(x)**, которая ставит в соответствие n-мерному вектору **x** некоторый m-мерный вектор **y.** Например, в задаче классификации **x** - это вектор значений n признаков распознаваемого объекта, вектор **y**, состоящий из одной единицы и остальных нулей, является индикатором класса, к которому принадлежит образ **x** (позиция единицы в записи вектора y означает номер класса). Функция **f** ставит в соответствие каждому объекту тот класс, к которому он принадлежит.

Согласно [2],[8], обучение сети состоит в таком выборе весов связей между нейронами, чтобы суммарная среднеквадратичная ошибка нейросети для образов обучающей последовательности была минимальной. После обучения перцептрона проводится проверка эффективности его работы. Для этого множество образов, классифицированных учителем, разделяется на две части: обучающую и контролирующую последовательности, причем первая используется для обучения, а вторая – для определения эффективности работы обученного перцептрона. Один из таких критериев эффективности - доля правильно классифицированных образов тестирующей последовательности.

# **3.2.1 Алгоритм обучения с обратным распространением ошибки**

Алгоритм обратного распространения ошибки предложенный Румельхартом Мак-Клелландом рассмотрим применительно к сетям прямого распространения сигналов. Основная его идея очень проста. Средняя квадратическая ошибка ИНС естественно зависит от весов всех связей ИНС и может быть представлена в виде поверхности в пространстве этих весов с многими локальными и глобальным минимумами. Цель обучения ИНС состоит в определении таких значений весов ее связей, которые обеспечивают в идеале глобальный минимум средней квадратической ошибки ИНС.

Ошибку нейросети представим в виде поверхности в зависимости от весов ее связей

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.1) |

где **w** = (w1, w2, ..., wn)' - матрица весов нейронов. При помощи метода наискорейшего спуска путем изменения весов стремятся по возможности быстрее найти глобальный минимум функции ошибки E(**w**), т.е. такую комбинацию весов, при которой суммарная ошибка минимальна по всем образам обучающей последовательности. Изменение веса связи wij от i-го нейрона слоя n-1 к j-му нейрону следующего слоя n выбирается пропорционально частной производной от функции ошибки E(w) по wij

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.2) |

где η - коэффициент коррекции (0 < η < 1).

Ошибка при распознавании p-го образа обучающей последовательности составляет

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.3) |

где m – число выходных нейронов сети, opj(N) и ypj = tpj – действительный и требуемый выход нейрона j выходного слоя N сети для p-го образа обучающей последовательности. Для обозначения действительного и требуемого выхода нейросети используем соответственно обозначения о от output = выход и t от teacher = учитель.

Суммарная ошибка по всем образам обучающей последовательности составит

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.4) |

или

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.5) |

Частную производную от функции ошибки Ep(w) по wij представим в виде

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.6) |

Здесь под opj, как и ранее, подразумевается действительный выход нейрона j, а под zpj – взвешенная сумма его входных сигналов для p-го образа обучающей последовательности, то есть аргумент функции активации или выхода. Так как множитель dopj/dzpj – это производная этой функции по ее аргументу, то производная функции активации должна быть определена на всей области определения активности z. В связи с этим функция активации в виде единичного скачка не применима в сетях, использующих алгоритм обучения с обратным распространением ошибки. Согласно работе [56], в них применяются непрерывные функции: функция Ферми, гиперболический тангенс и другие. В случае гиперболического тангенса имеем: do/dz = 1 - z2. А для сигмоидальной функции (1.11) при k = 1

|  |  |  |
| --- | --- | --- |
|  | do/dz = o(1-o). | (3.2.1.7) |

Третий множитель ∂zpj/∂wij, очевидно, равен выходу нейрона предыдущего слоя opi(n-1).

Первый множитель в (3.2.1.7) представим следующим образом

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.8) |

Здесь суммирование по k выполняется по всем нейронам следующего слоя n+1. Введем новую переменную

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.9) |

где dopj/dzpj = S'(zpj)- значение первой производной функции активации или выхода нейрона j для p-го образа обучающей последовательности. Тогда можно получить следующую рекуррентную формулу для расчета величины ошибки δpj(n) j-нейрона слоя n на основе ошибок δpk(n+1)нейронов следующего слоя n+1 для p-го образа обучающей последовательности

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.10) |

Для выходного же слоя

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.11) |

Соотношение (3.2.1.10) для изменения веса wij после предъявления сети p-го образа обучающей последовательности можно представить теперь в виде

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.12) |

причем ошибка δpj для выходного нейрона определяется на основе (3.2.1.11). Изменение веса связи i-го нейрона предшествующего слоя n-1 с j-м нейроном следующего слоя n равно произведению коэффициента коррекции η, выхода i-го нейрона opi предшествующего слоя n-1 и ошибки δpj j-го нейрона последующего слоя n при классификации p-го образа обучающей последовательности. Приведем итоговые соотношения для расчета ошибки δpj для нейронов с сигмоидальной функцией активации или выхода (при k = 1)

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.13) |

Иногда для придания процессу коррекции весов некоторой инерционности, сглаживающей резкие скачки при перемещении по поверхности целевой функции, соотношение (3.2.1.13) дополняется изменением веса на предыдущем шаге процесса обучения сети

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.14) |

где μ – коэффициент инерционности, r – номер текущего шага процесса обучения сети.

Таким образом, алгоритм обучения ИНС с обратным распространением ошибки формируется следующим образом:

1. Множество образов, классифицированных учителем, разделяется на обучающую и контролирующую последовательности. Обычно обучающая последовательность содержит больше образов, чем проверочная. Производится инициализация всех весов, включая пороговые, небольшими случайными величинами (обычно в диапазоне [-1; +1]). Это определяет начальную точку на поверхности ошибок для метода градиентов [11].
2. Производится прямой проход сети для первого образа обучающей последовательности от входного слоя через скрытые слои к выходному слою: каждый нейрон суммирует произведения входов на веса и выдает результат функции активации, примененной к этой сумме, на входы нейронов следующего слоя. Рассчитываются значения выходов нейросети. Напомним, что

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.15) |

где M – число нейронов в слое n-1 с учетом нейрона с постоянным выходом +1 (BIAS), задающего смещение; oi(n-1) = yi(n-1) = xij(n) – i-й вход нейрона j слоя n.

|  |  |  |
| --- | --- | --- |
|  | yj(n) = S(zj(n)), | (3.2.1.16) |

где S(•) – сигмоид

|  |  |  |
| --- | --- | --- |
|  | yq(0) = xq. | (3.2.1.17) |

1. xq - q-ая составляющая вектора входного образа.
2. Вычисляются разность между действительным и требуемым выходом каждого нейрона j выходного слоя, по ней ошибка δpj(N) этого нейрона для для p-го образа обучающей последовательности по формуле, а по δpj(N) по формуле (3.2.1.15) определяются изменения весов Δpw(N) нейронов выходного слоя N при распознавании p-го образа обучающей последовательности.
3. При несовпадении действительного и требуемого выходов нейросети имеет место ошибка в распознавании (классификации) образов. Эта ошибка распространяется в обратном направлении от выходного слоя нейронов к входному. По известным ошибкам нейронов выходного слоя сначала определяются ошибки на выходах нейронов предпоследнего слоя, а по ним осуществляется коррекция весов для входов этих нейронов. На основе ошибок выходов нейронов предпоследнего слоя определяются ошибки нейронов предпоследнего слоя и т.д. Эта процедура повторяется до нейронов первого слоя.
4. То есть по формулам (3.2.1.14) и (3.2.1.15) (или (3.2.1.16) и (3.2.1.17)) рассчитываются соответственно δ(n) и Δw(n) для всех остальных слоев n = N-1, ... 1.
5. Скорректировать все веса нейросети на основе

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.18) |

1. Если ошибка сети существенна, перейти к шагу 2. В противном случае – конец. На шаге 2 сети попеременно в случайном порядке предъявляются все образы обучающей последовательности. Данная процедура повторяется и с остальными образами обучающей последовательности. Однократное предъявление всех образов обучающей последовательности образует цикл или итерацию (Epoche). Процесс обучения многослойного персептрона обычно занимает несколько сотен или тысяч циклов. Шаги 2-6 повторяются до достижения некоторого критерия, например, достижения ошибкой установленного предела.

По окончании фазы обучения осуществляется проверка эффективности работы обученной нейросети при помощи контролирующей последовательности. При этом коррекция весов естественно не производится, а лишь вычисляется ошибка. Если эффективность обученной нейросети удовлетворительна, сеть считается готовой к работе. В противном случае она может быть модифицирована, а затем обучена при измененных параметрах того же алгоритма обучения или с использованием другого алгоритма обучения. Из (2.13) следует, что когда выход opi(n-1)стремится к нулю, эффективность обучения заметно снижается. При двоичных входных векторах в среднем половина весовых коэффициентов не будет корректироваться, поэтому область возможных значений выходов нейронов [0, 1] желательно преобразовать в интервал [-0.5, +0.5], например, с помощью функции активации

|  |  |  |
| --- | --- | --- |
|  |  | (3.2.1.20) |

Согласно работе [58] проблема выбора числа нейронов выходного слоя сети, выполняющего окончательную классификацию образов. Для разделения множества образов, например, на два класса достаточно всего одного нейрона. При этом каждый логический уровень "1" и "0" будет обозначать отдельный класс. При двух нейронах можно закодировать уже 4 класса и так далее. Однако результаты работы сети, организованной таким образом, не очень надежны. Для повышения достоверности классификации желательно ввести избыточность путем выделения каждому классу одного нейрона в выходном слое или даже нескольких, каждый из которых обучается определять принадлежность образа к классу со своей степенью достоверности, например: высокой, средней и низкой. Такие сети позволяют производить классификацию образов, объединенных в нечеткие (размытые или пересекающиеся) множества.

Алгоритм обучения с обратным распространением ошибки оказался весьма эффективным при обучении многослойных сетей для решения широкого класса задач [59]. Однако он имеет ряд недостатков. В частности применение метода наискорейшего спуска не гарантирует нахождения глобального минимума целевой функции. Эта проблема связана еще с одной, а именно с выбором величины коэффициента коррекции η. В качестве η обычно выбирается число меньше 1, но не очень малое, например, 0.1, и оно постепенно уменьшается в процессе обучения. Кроме того, для исключения случайных попаданий в локальные минимумы иногда, после того как значения весовых коэффициентов стабилизируются, η кратковременно сильно увеличивают, чтобы начать градиентный спуск из новой точки. Если повторение этой процедуры несколько раз приведет алгоритм в одно и то же состояние нейросети, то можно более или менее уверенно считать, что определен глобальный, а не локальный минимум.

# **Расчет будущих значений временного ряда и**

# **программная реализация**

# **Алгоритм экстраполяции временного ряда**

# **с учетом внешних факторов**

Модель экстраполяции временного ряда с учетом внешних факторов сформулирована в разделе 2.2 диссертационной работы. Алгоритм экстраполяции состоит из следующих шагов.

1. Определить выборку новой истории.
2. Определить выборку максимального подобия.
3. Определить выборку базовой истории.
4. Вычислить прогнозные значения.

Далее приведем описание каждого указанного шага, иллюстрируя расчеты решением следующей задачи. Пусть даны значения временного ряда энергопотребления на территории с 01.01.2016 до 23.04.2016, а также значения температуры в тех же временных рамках. Длина временного ряда равна 2737. Обозначим временной ряд энергопотребления *Z(t)*, временной ряд температур– *X(t)*. Требуется определить 24 значения временного ряда на 24.04.2016 с учетом влияния временного ряда температур *X(t)*. Считаем параметр модели *M = 216* заданным.

В связи с тем, что значения ряда X(t) доступны до той же отметки времени, что и значения временного ряда Z(t), необходимо на первом этапе определить значения временного ряда![](data:image/x-wmf;base64,183GmgAAAAAAAGADwAIBCQAAAACwXwEACQAAA64AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6v///8gAwAAawIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlI5ndAkel3qRJmPgQAAAAtAQAACQAAADIKAAJ7AQMAAAAodCllCAAAADIKAAI5AAEAAABYdAgAAAAyCpABkQABAAAAiHQKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAqRJmPgAACgA4AIoBAAAAAP////8w8xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) по алгоритму:

1) Определить выборку новой истории.

Выборкой новой истории является выборка временного ряда [60], значения которой предшествуют моменту прогноза. В текущей постановке задачи выборка новой истории равна![](data:image/x-wmf;base64,183GmgAAAAAAAIAJYAIACQAAAADxVQEACQAAA38BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3RRxmMwQAAAAtAQAACQAAADIK9ACPBwMAAAAyMTZlCQAAADIKAAJvBwQAAAAyNTIyCAAAADIKAAL9AwEAAAAxNRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JQed4ABIndFHGYzBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABSAYBAAAAWDUIAAAAMgqgAVgAAQAAAFg1HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGADYlB53gAEid0UcZjMEAAAALQEAAAQAAADwAQEACAAAADIK9ACiAQEAAABNNQgAAAAyCgACoAIBAAAATTUIAAAAMgoAAnEBAQAAAFQ1HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdDHAqaCBxpABTxGADYlB53gAEid0UcZjMEAAAALQEBAAQAAADwAQAACAAAADIKoAHzBAEAAAA9NRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3wygKvugbaQAU8RgA2JQed4ABIndFHGYzBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACigMBAAAAKzUIAAAAMgoAAhUCAQAAAC01CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AM0UcZjMAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

2) Определить выборку максимального подобия

Для определения выборки максимального подобия необходимо определить значения модуля линейной корреляции![](data:image/x-wmf;base64,183GmgAAAAAAAIACYAIBCQAAAADwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJ3XZAkeB2Xgpm3wQAAAAtAQAACAAAADIK9ABaAQEAAABNeQgAAAAyCgACOQEBAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdmATCqQAMSgAFPESAKpJ3XZAkeB2Xgpm3wQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A314KZt8AAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)  для выборки![](data:image/x-wmf;base64,183GmgAAAAAAAKAEQAIACQAAAADxWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3IzdmGAQAAAAtAQAACAAAADIK9ACiAQEAAABNeQgAAAAyCgACnwIBAAAATXkIAAAAMgoAAnABAQAAAFR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGADYlB53gAEidyM3ZhgEAAAALQEBAAQAAADwAQAACAAAADIKoAFYAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JQed4ABIncjN2YYBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgAC+wMBAAAAMXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0I9CirQ62MAFPEYANiUHneAASJ3IzdmGAQAAAAtAQEABAAAAPABAAAIAAAAMgoAAokDAQAAACt5CAAAADIKAAIUAgEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABgjN2YYAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и всех выборок с задержкой *k = {1,2,...,T-M-1}*. ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEQAIACQAAAADxWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3hjBm0QQAAAAtAQAACAAAADIK9ACiAQEAAABNeQgAAAAyCgACnwIBAAAATXkIAAAAMgoAAnABAQAAAFR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGADYlB53gAEid4YwZtEEAAAALQEBAAQAAADwAQAACAAAADIKoAFYAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JQed4ABIneGMGbRBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgAC+wMBAAAAMXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAd/MzCvVQ62MAFPEYANiUHneAASJ3hjBm0QQAAAAtAQEABAAAAPABAAAIAAAAMgoAAokDAQAAACt5CAAAADIKAAIUAgEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtANGGMGbRAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Обозначим момент времени *T-M+1 = t* и решим данную задачу.

Вычислим аппроксимированные значения выборки

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.1) |

а с учетом обозначения

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.2) |

Согласно методу наименьших квадратов, коэффициенты аппроксимации определим, исходя из уравнения

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.3) |

где значение элементов матрицы![](data:image/x-wmf;base64,183GmgAAAAAAAEACIAIBCQAAAABwXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJ3XZAkeB2XRRmGwQAAAAtAQAACAAAADIK4AFNAQEAAABYeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqknddkCR4HZdFGYbBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAWnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAbXRRmGwAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)и ![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJ3XZAkeB2oAJmJgQAAAAtAQAACAAAADIK4AEuAQEAAABZeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqknddkCR4HagAmYmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAWnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAmoAJmJgAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)определяются следующим образом:

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.4) |
|  |  | (4.1.5) |

Найденные коэффициенты аппроксимации подставим в (4.1.1), а далее определим значение модуля корреляции![](data:image/x-wmf;base64,183GmgAAAAAAAIACYAIBCQAAAADwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJ3XZAkeB2KBNmkAQAAAAtAQAACAAAADIK9ABaAQEAAABNeQgAAAAyCgACOQEBAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdlMUCvxwMi4AFPESAKpJ3XZAkeB2KBNmkAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AkCgTZpAAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)с помощью нейронной сети. Повторяя вычисления для каждого значения *k* из указанного диапазона, определим множествоp значений![](data:image/x-wmf;base64,183GmgAAAAAAACAOYAIACQAAAABRUgEACQAAA78BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gDQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJ3XZAkeB2mAhmWgQAAAAtAQAACAAAADIK9AAdCwEAAABNeQgAAAAyCgACHQwBAAAATXkIAAAAMgoAAu4KAQAAAFR5CAAAADIK9ADcBgEAAABNeQgAAAAyCvQAGwQBAAAATXkIAAAAMgr0AFoBAQAAAE15HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgCqSd12QJHgdpgIZloEAAAALQEBAAQAAADwAQAACAAAADIKAAJ2DQEAAAAxeQgAAAAyCgACtAYBAAAAM3kIAAAAMgoAAvoDAQAAADJ5CAAAADIKAAIgAQEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAqknddkCR4HaYCGZaBAAAAC0BAAAEAAAA8AEBAAoAAAAyCqAB7QcFAAAALC4uLiwACAAAADIKoAEsBQEAAAAsLggAAAAyCqABawIBAAAALC4cAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqACCuIwMi4AvPASAKpJ3XZAkeB2mAhmWgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAgcNAQAAAC0uCAAAADIKAAKSCwEAAAAtLhwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB25hIKjnAyLgC88BIAqknddkCR4HaYCGZaBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABCQoBAAAAci4IAAAAMgqgAcgFAQAAAHIuCAAAADIKoAEHAwEAAAByLggAAAAyCqABRgABAAAAci4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBamAhmWgAACgA4AIoBAAAAAAEAAADY8hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

Значения![](data:image/x-wmf;base64,183GmgAAAAAAAIACYAIBCQAAAADwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJ3XZAkeB2KBNmkAQAAAAtAQAACAAAADIK9ABaAQEAAABNeQgAAAAyCgACOQEBAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdlMUCvxwMi4AFPESAKpJ3XZAkeB2KBNmkAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AkCgTZpAAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)для *k={1,2,...,1000}* приведены на рисунке*.*

![Значения меры подобия](data:image/png;base64,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)

Рисунок 4 Значения меры максимального подобия![](data:image/x-wmf;base64,183GmgAAAAAAAIACYAIBCQAAAADwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJ3XZAkeB2KBNmkAQAAAAtAQAACAAAADIK9ABaAQEAAABNeQgAAAAyCgACOQEBAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdlMUCvxwMi4AFPESAKpJ3XZAkeB2KBNmkAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AkCgTZpAAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)для *k = {1,2,...,1000}*

Далее на основании (2.1.3.13) определим значение максимума корреляции![](data:image/x-wmf;base64,183GmgAAAAAAAKADYAIACQAAAADRXwEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUHneAASJ3aR9mBgQAAAAtAQAACAAAADIK9ABaAQEAAABNeQgAAAAyCgACOQEBAAAAa3kcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUHneAASJ3aR9mBgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAtIBAwAAAG1heGUcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd90PCv0w3VgAvPAYANiUHneAASJ3aR9mBgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUYAAQAAAHJhCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ABmkfZgYAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)и соответствующую задержку ![](data:image/x-wmf;base64,183GmgAAAAAAAOACYAIBCQAAAACQXgEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIgnZAkYV26Rpm/gQAAAAtAQAACQAAADIKEAIdAQMAAABtYXhlHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SIJ2QJGFdukaZv4EAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABrYQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAP7pGmb+AAAKADgAigEAAAAAAAAAANjyEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Для решаемой задачи значение максимума корреляции![](data:image/x-wmf;base64,183GmgAAAAAAAKAIYAIACQAAAADRVAEACQAAA2cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3xBhmegQAAAAtAQAACQAAADIKoAExBgMAAAA4NjJlCAAAADIKoAHdBQEAAAAsNggAAAAyCqABIwUBAAAAMDYcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3xBhmegQAAAAtAQEABAAAAPABAAAJAAAAMgoAAtIBAwAAAG1heGUcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd/gfCsyQ3VgAFPEYANiUHneAASJ3xBhmegQAAAAtAQAABAAAAPABAQAIAAAAMgqgAfEDAQAAAD1hHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGADYlB53gAEid8QYZnoEAAAALQEBAAQAAADwAQAACAAAADIK9ABaAQEAAABNYQgAAAAyCgACOQEBAAAAa2EcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd/gfCs2Q3VgAFPEYANiUHneAASJ3xBhmegQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUYAAQAAAHJhCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AesQYZnoAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)и соответствует задержке ![](data:image/x-wmf;base64,183GmgAAAAAAAOACYAIBCQAAAACQXgEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIgnZAkYV2GhZmBgQAAAAtAQAACQAAADIKEAIdAQMAAABtYXhlHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SIJ2QJGFdhoWZgYEAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABrYQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAYaFmYGAAAKADgAigEAAAAAAAAAADDzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) *= 2736*. Для задержки уравнение аппроксимации имеет вид

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.6) |

Подставим полученные значения в (2.1.2.9) и (2.1.2.10), найдем среднюю абсолютную ошибку и среднюю абсолютную ошибку в процентах.

Получим, MAPE = 1.07%; MAE = 1282 МВт![](data:image/x-wmf;base64,183GmgAAAAAAAMAA4AAICQAAAAA5XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ADAABIAAAAmBg8AGgD/////AAAQAAAAwP///3cAAACAAAAAVwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAAcAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdnMxCnF4Jh8AFPESAHlIgnZAkYV2Yy1mhwQAAAAtAQAACAAAADIK4AAkAAEAAADXeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAABjLWaHAAAKADgAigEAAAAA/////zDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)ч. Считаем задачу определения![](data:image/x-wmf;base64,183GmgAAAAAAAEADYAIBCQAAAAAwXwEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8AAwAAFAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3MwpmXwQAAAAtAQAACAAAADIKwAGGAgEAAAApeQgAAAAyCsABhAEBAAAAKHkIAAAAMgpaAbsAAQAAAIh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGADYlB53gAEidzMKZl8EAAAALQEBAAQAAADwAQAACAAAADIKwAECAgEAAAB0eQgAAAAyCsABWAABAAAAWHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBfMwpmXwAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)решенной.

Далее необходимо:

1) Определить выборку новой истории.

Выборкой новой истории временного ряда *Z(t)* является выборка временного ряда, значения которой предшествуют моменту прогноза *T*. В текущей постановке задачи выборка новой истории равна![](data:image/x-wmf;base64,183GmgAAAAAAAOAIYAIBCQAAAACQVAEACQAAA38BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3VB1mEwQAAAAtAQAACQAAADIK9AAKBwMAAAAyMTZlCQAAADIKAALpBgQAAAAyNTIyCAAAADIKAAK5AwEAAAAxNRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JQed4ABIndUHWYTBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB7QUBAAAAWjUIAAAAMgqgAUAAAQAAAFo1HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGADYlB53gAEid1QdZhMEAAAALQEAAAQAAADwAQEACAAAADIK9ABgAQEAAABNNQgAAAAyCgACXQIBAAAATTUIAAAAMgoAAi4BAQAAAFQ1HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHeDOArMkKxVABTxGADYlB53gAEid1QdZhMEAAAALQEBAAQAAADwAQAACAAAADIKoAGvBAEAAAA9NRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB37hIKyXCsVQAU8RgA2JQed4ABIndUHWYTBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACRwMBAAAAKzUIAAAAMgoAAtIBAQAAAC01CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AE1QdZhMAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Выборка новой истории соответствует значениям цены на электроэнергию за период на 24.04.2013.

2) Определить выборку максимального подобия.

Для определения выборки максимального подобия необходимо определить значения ошибки регрессии![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3xR9mvgQAAAAtAQAACAAAADIK9ABCAQEAAABNeQgAAAAyCgACHgEBAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3xR9mvgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUAAAQAAAFN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AvsUfZr4AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)(2.1.3.11) для выборки![](data:image/x-wmf;base64,183GmgAAAAAAAGAEQAIBCQAAAAAwWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYANiUHneAASJ3PzZmIAQAAAAtAQAACAAAADIK9ABUAQEAAABNeQgAAAAyCgACUQIBAAAATXkIAAAAMgoAAiIBAQAAAFR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGADYlB53gAEidz82ZiAEAAAALQEBAAQAAADwAQAACAAAADIKoAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBY4BgA2JQed4ABInc/NmYgBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACrgMBAAAAMXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAd/QfCi/wrFUAWOAYANiUHneAASJ3PzZmIAQAAAAtAQEABAAAAPABAAAIAAAAMgoAAjsDAQAAACt5CAAAADIKAALGAQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtACA/NmYgAAAKADgAigEAAAAAAAAAAHTiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и всех выборок с задержкой *k = {1,2,...,T-M-1}*. При этом для каждого значения *k* из указанного диапазона требуется решить задачу аппроксимации выборки![](data:image/x-wmf;base64,183GmgAAAAAAAGAEQAIBCQAAAAAwWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYANiUHneAASJ3gw9mTQQAAAAtAQAACAAAADIK9ABUAQEAAABNeQgAAAAyCgACUQIBAAAATXkIAAAAMgoAAiIBAQAAAFR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGADYlB53gAEid4MPZk0EAAAALQEBAAQAAADwAQAACAAAADIKoAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBY4BgA2JQed4ABIneDD2ZNBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACrgMBAAAAMXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAd1QdClwQrVUAWOAYANiUHneAASJ3gw9mTQQAAAAtAQEABAAAAPABAAAIAAAAMgoAAjsDAQAAACt5CAAAADIKAALGAQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAE2DD2ZNAAAKADgAigEAAAAAAAAAAHTiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)при помощи выборок![](data:image/x-wmf;base64,183GmgAAAAAAAGAFYAIBCQAAAAAQWQEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUHneAASJ3wjZmYQQAAAAtAQAACAAAADIKAAKrBAEAAABreQgAAAAyCgACXQIBAAAATXkIAAAAMgoAAi4BAQAAAFR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGADYlB53gAEid8I2ZmEEAAAALQEBAAQAAADwAQAACAAAADIKoAFAAAEAAABaeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3ajcKtzCtVQC88BgA2JQed4ABInfCNmZhBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACIwQBAAAALXkIAAAAMgoAAkcDAQAAACt5CAAAADIKAALSAQEAAAAteRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgA2JQed4ABInfCNmZhBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACugMBAAAAMXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBhwjZmYQAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) и![](data:image/x-wmf;base64,183GmgAAAAAAAKAEQAIACQAAAADxWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUHneAASJ3GwpmLgQAAAAtAQAACAAAADIK9ACiAQEAAABNeQgAAAAyCgACnwIBAAAATXkIAAAAMgoAAnABAQAAAFR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGADYlB53gAEidxsKZi4EAAAALQEBAAQAAADwAQAACAAAADIKoAFYAAEAAABYeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgA2JQed4ABIncbCmYuBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgAC/AMBAAAAMXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdxA2CokwrVUAvPAYANiUHneAASJ3GwpmLgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAokDAQAAACt5CAAAADIKAAIUAgEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAC4bCmYuAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Обозначим момент времени *T-M+1 = t* и решим данную задачу.

Вычислим аппроксимированные значения выборки

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.7) |

а с учетом обозначения

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.8) |

Согласно методу наименьших квадратов, коэффициенты аппроксимации определим исходя из уравнения

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.9) |

где матрицы![](data:image/x-wmf;base64,183GmgAAAAAAAEACIAIBCQAAAABwXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYANiUHneAASJ3IBBm6QQAAAAtAQAACAAAADIK4AFBAQEAAABYeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBY4BgA2JQed4ABIncgEGbpBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAWnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDpIBBm6QAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)и![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYANiUHneAASJ3gw9mqQQAAAAtAQAACAAAADIK4AEiAQEAAABZeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBY4BgA2JQed4ABIneDD2apBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAWnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCpgw9mqQAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)определяются следующим образом

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.10) |
|  |  | (4.1.11) |

Например, для задержки *k=11689* коэффициенты аппроксимации равны

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.12) |

Найденные коэффициенты аппроксимации подставим в выражение (4.1.7), а далее определим значение ошибки регрессии![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3ETRm0QQAAAAtAQAACAAAADIK9ABCAQEAAABNeQgAAAAyCgACHgEBAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3ETRm0QQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUAAAQAAAFN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A0RE0ZtEAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)(2.1.3.7). Повторяя вычисления для каждого значения *k* из указанного диапазона, определим множество значений![](data:image/x-wmf;base64,183GmgAAAAAAAMANYAIACQAAAACxUQEACQAAA78BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALADRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ADQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ32DZm/gQAAAAtAQAACAAAADIK9AC9CgEAAABNeQgAAAAyCgACugsBAAAATXkIAAAAMgoAAosKAQAAAFR5CAAAADIK9ACUBgEAAABNeQgAAAAyCvQA6wMBAAAATXkIAAAAMgr0AEIBAQAAAE15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGADYlB53gAEid9g2Zv4EAAAALQEBAAQAAADwAQAACAAAADIKoAG7CQEAAABTeQgAAAAyCqABkgUBAAAAU3kIAAAAMgqgAekCAQAAAFN5CAAAADIKoAFAAAEAAABTeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JQed4ABInfYNmb+BAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACEw0BAAAAMXkIAAAAMgoAAmkGAQAAADN5CAAAADIKAALHAwEAAAAyeQgAAAAyCgACBQEBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ32DZm/gQAAAAtAQEABAAAAPABAAAKAAAAMgqgAaUHBQAAACwuLi4sAAgAAAAyCqAB/AQBAAAALC4IAAAAMgqgAVMCAQAAACwuHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHe/HwqesEczABTxGADYlB53gAEid9g2Zv4EAAAALQEAAAQAAADwAQEACAAAADIKAAKkDAEAAAAtLggAAAAyCgACLwsBAAAALS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQD+2DZm/gAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

Далее на основании (2.21) определим значение минимума ошибки регрессии![](data:image/x-wmf;base64,183GmgAAAAAAAIADYAIBCQAAAADwXwEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUHneAASJ30ApmCAQAAAAtAQAACAAAADIK9ABCAQEAAABNeQgAAAAyCgACHgEBAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUHneAASJ30ApmCAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUAAAQAAAFN5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGADYlB53gAEid9AKZggEAAAALQEAAAQAAADwAQEACQAAADIKAAK3AQMAAABtYXhlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ACNAKZggAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) и соответствующую задержку *kmax*.

Для решаемой задачи с помощью нейронной сети описанной в главе 2 находим минимальную ошибку ![](data:image/x-wmf;base64,183GmgAAAAAAAIADYAIBCQAAAADwXwEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3kzBmLAQAAAAtAQAACAAAADIK9ABCAQEAAABNeQgAAAAyCgACHgEBAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ3kzBmLAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUAAAQAAAFN5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGADYlB53gAEid5MwZiwEAAAALQEAAAQAAADwAQEACQAAADIKAAK3AQMAAABtYXhlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ALJMwZiwAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)*= 9987.65*соответствует задержке *kmax = 11689*. Для задержки *kmax* уравнение аппроксимации имеет вид

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.13) |

3) Определить выборку базовой истории.

Согласно гипотезе подобия [8] в качестве выборки базовой истории![](data:image/x-wmf;base64,183GmgAAAAAAAEACQAIACQAAAAARXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ32TRmdQQAAAAtAQAACAAAADIK9ABjAQEAAABQeQgAAAAyCgACLgEBAAAAVHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYANiUHneAASJ32TRmdQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUAAAQAAAFp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Addk0ZnUAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)берем выборку, следующую за выборкой максимального подобия![](data:image/x-wmf;base64,183GmgAAAAAAAGAJYAIBCQAAAAAQVQEACQAAA3MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gCQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUHneAASJ3aAdmWQQAAAAtAQAACQAAADIK9AAdBwMAAAAyMTZlCgAAADIKAALjBgUAAAAxMjcyMAAJAAAAMgr0AF0BAwAAADIxNjIKAAAAMgoAAvsBBQAAADExNjg5ABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgA2JQed4ABIndoB2ZZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABAAYBAAAAWjEIAAAAMgqgAUAAAQAAAFoxHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGADYlB53gAEid2gHZlkEAAAALQEAAAQAAADwAQEACAAAADIKAAI1AQEAAAB0MRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3jjcKPMCZNQC88BgA2JQed4ABIndoB2ZZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABwgQBAAAAPTEcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAd58GCohgmjUAvPAYANiUHneAASJ3aAdmWQQAAAAtAQAABAAAAPABAQAIAAAAMgoAAowBAQAAAC0xCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AWWgHZlkAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), то есть выборка базовой истории равна![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAzsBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUHneAASJ3GzNmCAQAAAAtAQAACAAAADIK9ADlBAIAAAAyNAoAAAAyCgACqwQFAAAAMTI5MzYAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGADYlB53gAEidxszZggEAAAALQEBAAQAAADwAQAACAAAADIKoAHIAwEAAABaMggAAAAyCqABQAABAAAAWjIcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYANiUHneAASJ3GzNmCAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AGMBAQAAAFAyCAAAADIKAAIuAQEAAABUMhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3OQgKHeCZNQC88BgA2JQed4ABIncbM2YIBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABigIBAAAAPTIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAIGzNmCAAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

4) Вычислить прогнозные значения.

Вычислим значения выборки![](data:image/x-wmf;base64,183GmgAAAAAAAGADwAIBCQAAAACwXwEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6n///8gAwAAaQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIgnZAkYV2miVmdQQAAAAtAQAACAAAADIKNwGLAQIAAAAyNAkAAAAyCnACZQEEAAAAMjQ2MhwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUiCdkCRhXaaJWZ1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCpEBqQABAAAAiDQcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIgnZAkYV2miVmdQQAAAAtAQAABAAAAPABAQAIAAAAMgoAAkAAAQAAAFo0CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AdZolZnUAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)согласно зависимости

|  |  |  |
| --- | --- | --- |
|  |  | (4.1.14) |

Оценки ошибки аппроксимации: значение MAPE аппроксимации равно 2.11%, значение MAE = 12.24 МВт·ч. Оценки точности для модели экстраполяции: MAPE = 4.42%; MAE = 28.29 МВт·ч. Результаты показывают, что ошибка аппроксимации близка, но не равна ошибке экстраполяции.

### Программная реализация

Целью прогнозирования энергопотребления является поддержание надежной работы единой энергосистемы РФ. Прогноз энергопотребления необходим, в первую очередь, системному оператору для балансирования энергосистемы РФ. С введением рынка электроэнергии и мощности взамен общему планированию каждая компания-потребитель самостоятельно прогнозирует собственное энергопотребление. Система финансовых расчетов на энергорынках устроена таким образом, чтобы мотивировать потребителей как можно точнее планировать собственное потребление: чем точнее прогноз энергопотребления, тем выше финансовый результат. В связи с этим каждая компания-потребитель заинтересована в предельно точном прогнозе собственного потребления.

Созданная система прогнозирования не имеет графического интерфейса, работает автономно, но требует вмешательства эксперта для определения входящих данных.

Алгоритмы идентификации модели и оценки доверительных интервалов (3.3. и 3.4.) реализованы в программной среде MATLAB.

Нейронная сеть реализована на Java.

Прогнозирование энергопотребления производится на один день вперед и выполняется на модели ARIMA.

Полученные для краткосрочного прогнозирования значения MAPE лежат в диапазоне от 0.91% до 1.83% для прогнозирования на сутки вперед. Листинг программы Приложение 1.

Результаты обработки приведены в таблице 2.

Таблица 2 – Исследуемый временной ряд

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| № | Временной ряд | Длина ряда | Среднее значение | Стандартное отклонение | Мин. значение | Макс. значение |
| 1 | Энергопотребление | 2762 | 1621 | 113 | 990 | 2224 |

Результаты прогнозирования приведены в таблице 3.

Таблица 3 – Результаты прогнозирования временных рядов энергопотребления

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| № | Временной ряд | Контрольный период | Время упреждения | Параметр модели *M* | MAE (MAPE) |
| 1 | Энергопотребление | 24.04.2013 (24 значения) | 24 | 216 | 1282(1.07%) |

В таблице 4 отражен почасовой прогноз на 24.04.2013.

Таблица 4 – Прогнозные значения на 24.04.2013 год

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № | Дата (24.03.2014), ч. | Значения ряда, МВт/ч. | Прогнозные значения ряда МВтч. | MAE (MAPE) МВтч., (%) |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 1:00 | 1,013 | 1,023 | (0,94) |
| 2 | 2:00 | 1,075 | 1,086 | (1,03) |
| 3 | 3:00 | 1,192 | 1,203 | (0,98) |
| 4 | 4:00 | 1,308 | 1,325 | (1,32) |
| 5 | 5:00 | 1,416 | 1,436 | (1,45) |
| 6 | 6:00 | 1,478 | 1,494 | (1,14) |
| 7 | 7:00 | 1,489 | 1,512 | (1,57) |
| 8 | 8:00 | 1,512 | 1,539 | (1,83) |
| 9 | 9:00 | 1,460 | 1,484 | (1,67) |
| 10 | 10:00 | 1,473 | 1,486 | (0,95) |
| 11 | 11:00 | 1,436 | 1,459 | (1,66) |
| 12 | 12:00 | 1,437 | 1,456 | (1,37) |
| Продолжение таблицы 4 | | | | |
| 1 | 2 | 3 | 4 | 5 |
| 14 | 14:00 | 1,389 | 1,410 | (1,55) |
| 15 | 15:00 | 1,382 | 1,398 | (1,22) |
| 16 | 16:00 | 1,307 | 1,324 | (1,34) |
| 17 | 17:00 | 1,338 | 1,358 | (1,56) |
| 18 | 18:00 | 1,472 | 1,498 | (1,77) |
| 19 | 19:00 | 1,391 | 1,405 | (1,05) |
| 20 | 20:00 | 1,241 | 1,258 | (1,43) |
| 21 | 21:00 | 1,093 | 1,108 | (1,45) |
| 22 | 22:00 | 1,024 | 1,036 | (1,22) |
| 23 | 23:00 | 1,000 | 1,012 | (1,27) |
| 24 | 0:00 | 1,013 | 1,031 | (1,83) |

Полученные для краткосрочного прогнозирования энергопотребления значения MAPE лежат в диапазоне от 0.91% до 1.83% для прогнозирования на сутки вперед.

# **ЗАКЛЮЧЕНИЕ**

1) Задача прогнозирования временных рядов актуальна и решается на основании модели прогнозирования. Одним из наиболее используемых классов моделей прогнозирования является класс авторегрессионных моделей. Установлено, что основным недостатком данного класса является большое число свободных параметров, требующих определения. Определено перспективное направление развития моделей прогнозирования, позволяющее устранить указанный недостаток.

2) Разработана новая модель прогнозирования временных рядов по выборке максимального подобия для двух видов постановки задачи прогнозирования временного ряда – с учетом внешних факторов. Применена нейронная сеть для определения коэффициентов линейной корреляции Пирсона. Новая модель относится к авторегрессионному классу моделей и имеет единственный параметр, что упрощает задачу идентификации модели, устраняя основной недостаток моделей данного класса.

3) Разработан новый метод прогнозирования на основе предложенной модели, содержащий набор алгоритмов для экстраполяции временных рядов, идентификации модели и построения доверительного интервала прогнозных значений. Применена многослойная нейронная сеть с алгоритмом обучения обратного распространения ошибки.

4) Выполнена программная реализация разработанных алгоритмов средствами математического пакета MATLAB и Java.
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**ПРИЛОЖЕНИЕ А (ОБЯЗАТЕЛЬНОЕ)**

**ЛИСТИНГ ПРОРАММЫ НЕЙРОННОЙ СЕТИ**

Листинг.

### Layer.java

packagennet;

importjava.io.Serializable;

/\*\*Интерфейснейронногослоя\*/

public interface Layer extends Serializable {

/\*\*

\* Получает размер входного вектора

\* @return Размер входного вектора

\*/

intgetInputSize();

/\*\*

\* Получает размер слоя

\* @return Размер слоя

\*/

intgetSize();

/\*\*

\* Вычисляет отклик слоя

\* @paraminput Входной вектор

\* @return Выходнойвектор

\*/

float[] computeOutput(float[] input);

}

### Продолжение приложения А

### Network.java

Реализация базовой функциональности нейронной сети, состоящей из нескольких слоев.

packagennet;

import java.io.\*;

/\*\*

\* Базоваяреализациянейроннойсети

\*/

public class Network implements Serializable {

/\*\*

\* Конструирует нейронную сеть с заданными слоями

\* @param layers Нейронныеслои

\*/

public Network(Layer[] layers) {

// проверки

if (layers == null || layers.length == 0) throw new IllegalArgumentException();

// проверимдетально

finalint size = layers.length;

for (inti = 0; i< size; i++)

if (layers[i] == null || (i> 1 && layers[i].getInputSize() != layers[i - 1].getSize()))

throw new IllegalArgumentException();

// запомнимслои

this.layers = layers;

}

/\*\*

### Продолжение приложения А

\* Получает размер входного вектора

\* @return Размер входного вектора

\*/

public final intgetInputSize() {

return layers[0].getInputSize();

}

/\*\*

\* Получает размер выходного вектора

\* @return Размер выходного вектора

\*/

public final intgetOutputSize() {

return layers[layers.length - 1].getSize();

}

/\*\*

\* Получает размер сети

\* @return Размер сети

\*/

public final intgetSize() {

returnlayers.length;

}

/\*\*

\* Получает нейронный слой по индексу

\* @paramindex Индекс слоя

\* @return Нейронныйслой

\*/

public final Layer getLayer(int index) {

### Продолжение приложения А

return layers[index];

}

/\*\*

\* Вычисляетоткликсети

\* @paraminput Входной вектор

\* @return Выходной вектор

\*/

public float[] computeOutput(float[] input) {

// проверки

if (input == null || input.length != getInputSize())

throw new IllegalArgumentException();

// вычислимвыходнойоткликсети

float[] output = input;

Продолжение приложения А

finalint size = layers.length;

for (inti = 0; i< size; i++)

output = layers[i].computeOutput(output);

// вернем выход

returnoutput;

}

/\*\*

\* Сохраняет нейронну сеть в файл

\* @paramfileNameИмяфайла

### Продолжение приложения А

\*/

public void saveToFile(String fileName) {

// проверки

if (fileName == null) throw new IllegalArgumentException();

// сохраняем

try {

ObjectOutputStreamoutputStream = new ObjectOutputStream(new FileOutputStream(fileName));

outputStream.writeObject(this);

outputStream.close();

}

catch (Exception e) {

throw new IllegalArgumentException(e);

}

}

/\*\*

\* Загружает нейронную сеть из файла

\* @paramfileName Имя файла

\* @return Нейроннуюсеть

\*/

public static Network loadFromFile(String fileName) {

// проверки

if (fileName == null) throw new IllegalArgumentException();

// загружаем

Object network = null;

### Продолжение приложения А

try {

ObjectInputStreaminputStream = new ObjectInputStream(new FileInputStream(fileName));

network = inputStream.readObject();

inputStream.close();

}

catch (Exception e) {

throw new IllegalArgumentException(e);

}

// отдадимсеть

return (Network)network;

}

/\*\*

\* Слои

\*/

private Layer[] layers;

}

### BackpropLayer.java

computeBackwardError принимает входной вектор, который подавался на вход и вектор ошибки для этого слоя. Метод же adjust подгоняет веса нейроннов в сторону уменьшения ошибки.

packagennet;

/\*\*

\* Интерфейс слоя обучаемого по алгоритму обратного распространения ошибки

\*/

public interface BackpropLayer extends Layer {

/\*\*

\* Придает случайные значения весам нейронов

### Продолжение приложения А

\* @parammin Минимальное значение

\* @param max Максимальноезначение

\*/

void randomize(float min,float max);

/\*\*

\* Выичисляет следующий вектор ошибки в обратном направлении

\* @paraminput Входной вектор

\* @paramerror Вектор ошибки

\* @return Следующий вектор ошибки в обратном направлении

\*/

float[] computeBackwardError(float[] input,float[] error);

/\*\*

\* Подгоняет веса нейронов в сторону уменьшения ошибки

\* @paraminput Входной вектор

\* @paramerror Вектор ошибки

\* @paramrate Скорость обучения

\* @parammomentumМоментум

\*/

void adjust(float[] input,float[] error,floatrate,float momentum);

}

### BackpropNetwork.java

Реализация нейронной сети, обучаемой по алгоритму обратного распространенния ошибки.

packagennet;

/\*\*

### Продолжение приложения А

\* Нейронная сеть обучаемая по алгоритму обратного распространения ошибки

\*/

public final class BackpropNetwork extends Network {

/\*\*

\* Констрирует нейронную сеть с заданными слоями

\* @param layers

\*/

publicBackpropNetwork(Layer[] layers) {

// передадим родакам

super(layers);

// рандомизируем веса

randomize(0,0.3f);

}

/\*\*

\* Придает случайные значения весам нейроннов в сети

\* @param min

\* @param max

\*/

public void randomize(float min,float max) {

// придаем случайные значения весам в сети

finalint size = getSize();

for (inti = 0; i< size; i++) {

Layer layer = getLayer(i);

if (layer instanceofBackpropLayer) ((BackpropLayer)layer).randomize(min,max);

}

}

### Продолжение приложения А

/\*\*

\* Обучает сеть паттерну

\* @paraminput Входной вектор

\* @paramgoal Заданный выходной вектор

\* @paramrate Скорость обучения

\* @parammomentumМоментум

\* @return Текущую ошибку обучения

\*/

public float learnPattern(float[] input,float[] goal,floatrate,float momentum) {

// проверки

if (input == null || input.length != getInputSize() ||

goal == null || goal.length != getOutputSize()) throw new IllegalArgumentException();

// делаемпроходвперед

finalint size = getSize();

float[][] outputs = new float[size][];

outputs[0] = getLayer(0).computeOutput(input);

for (inti = 1; i< size; i++)

outputs[i] = getLayer(i).computeOutput(outputs[i - 1]);

// вычислимошибкувыходногослоя

Layer layer = getLayer(size - 1);

finalintlayerSize = layer.getSize();

float[] error = new float[layerSize];

floattotalError = 0;

for (inti = 0; i<layerSize; i++) {

### Продолжение приложения А

error[i] = goal[i] - outputs[size - 1][i];

totalError += Math.abs(error[i]);

}

// обновимвыходнойслой

if (layer instanceofBackpropLayer)

((BackpropLayer)layer).adjust(size == 1 ? input : outputs[size - 2],error,rate,momentum);

// идемпоскрытымслоям

float[] prevError = error;

Layer prevLayer = layer;

for (inti = size - 2; i>= 0; i--,prevError = error,prevLayer = layer) {

// получим очередной слой

layer = getLayer(i);

// вычислимдлянегоошибку

if (prevLayerinstanceofBackpropLayer)

error = ((BackpropLayer)prevLayer).computeBackwardError(outputs[i],prevError);

else

error = prevError;

// обновимслой

if (layer instanceofBackpropLayer)

((BackpropLayer)layer).adjust(i == 0 ? input : outputs[i - 1],error,rate,momentum);

}

// вернемсуммарнуюошибку

returntotalError;

### Продолжение приложения А

}

}

### SigmoidLayer.java

packagennet;

/\*\*

\* Сигмоидальныйслой

\*/

public final class SigmoidLayer implements BackpropLayer {

/\*\*

\* Вес

\*/

private final int WEIGHT = 0;

/\*\*

\* Дельта

\*/

private final int DELTA = 1;

/\*\*

\* Констрирует сигмоидальный слой

Продолжение приложения А

\* @paraminputSize Размер входного вектора

\* @paramsize Размер слоя

\* @parambipolar Флаг биполярного слоя

\*/

publicSigmoidLayer(intinputSize,intsize,boolean bipolar) {

### Продолжение приложения А

// проверки

if (inputSize< 1 || size < 1) throw new IllegalArgumentException();

// создаемслой

matrix = new float[size][inputSize + 1][2];

// запомнимпараметры

this.inputSize = inputSize;

this.bipolar = bipolar;

}

/\*\*

\* Конструируетбиполярныйслой

\* @paraminputSize Размер входного вектора

\* @paramsize Размер слоя

\*/

publicSigmoidLayer(intinputSize,int size) {

this(inputSize,size,true);

}

publicintgetInputSize() {

returninputSize;

}

publicintgetSize() {

returnmatrix.length;

}

### Продолжение приложения А

public float[] computeOutput(float[] input) {

// проверки

if (input == null || input.length != inputSize)

throw new IllegalArgumentException();

// вычислимвыход

finalint size = matrix.length;

float[] output = new float[size];

for (inti = 0; i< size; i++) {

output[i] = matrix[i][0][WEIGHT];

for (int j = 0; j <inputSize; j++)

output[i] += input[j] \* matrix[i][j + 1][WEIGHT];

if (bipolar)

output[i] = (float)Math.tanh(output[i]);

else

output[i] = 1 / (1 + (float)Math.exp(-output[i]));

}

Продолжение приложения А

// вернемоклик

return output;

}

public void randomize(float min,float max) {

finalint size = matrix.length;

for (inti = 0; i< size; i++) {

for (int j = 0; j <inputSize + 1; j++) {

### Продолжение приложения А

matrix[i][j][WEIGHT] = min + (max - min) \* (float)Math.random();

matrix[i][j][DELTA] = 0;

}

}

}

public float[] computeBackwardError(float[] input,float[] error) {

// проверки

if (input == null || input.length != inputSize ||

error == null || error.length != matrix.length) throw new IllegalArgumentException();

// вычислимвходящуюошибку

float[] output = computeOutput(input);

finalint size = matrix.length;

float[] backwardError = new float[inputSize];

for (inti = 0; i<inputSize; i++) {

backwardError[i] = 0;

for (int j = 0; j < size; j++)

backwardError[i] += error[j] \* matrix[j][i + 1][WEIGHT] \*

(bipolar ? 1 - output[j] \* output[j] : output[j] \* (1 - output[j]));

}

// вернемошибку

returnbackwardError;

}

### Продолжение приложения А

public void adjust(float[] input,float[] error,floatrate,float momentum) {

// проверки

if (input == null || input.length != inputSize ||

error == null || error.length != matrix.length) throw new IllegalArgumentException();

// обновляемвеса

float[] output = computeOutput(input);

finalint size = matrix.length;

for (inti = 0; i< size; i++) {

final float grad = error[i] \* (bipolar ? 1 - output[i] \* output[i] : output[i] \* (1 - output[i]));

// обновляемнулевойвес

matrix[i][0][DELTA] = rate \* grad + momentum \* matrix[i][0][DELTA];

matrix[i][0][WEIGHT] += matrix[i][0][DELTA];

// обновимостальныевеса

Продолжение приложения А

for (int j = 0; j <inputSize; j++) {

matrix[i][j + 1][DELTA] = rate \* input[j] \* grad + momentum \* matrix[i][j + 1][DELTA];

matrix[i][j + 1][WEIGHT] += matrix[i][j + 1][DELTA];

}

}

}

/\*\*

\* Размервходноговектора

\*/

private final intinputSize;

Окончание приложения А

/\*\*

\* Флагбиполярногослоя

\*/

private final boolean bipolar;

/\* Матрица слоя\*/

privatefloat[][][] matrix;

}

**ПРИЛОЖЕНИЕ Б (ОБЯЗАТЕЛЬНОЕ)**

**ДИСК С ВРЕМЕННЫМ РЯДОМ**

**ПРИЛОЖЕНИЕ В (НЕОБЯЗАТЕЛЬНОЕ)**

**ДИСК С ПРОГРАММОЙ**